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Classification of Skin Cancer Lesions Using Machine
Learning and Image Processing Methods
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'Department of Electrical & Electronics Engineering, School of Engineering, Abdullah Giil University,
Kayseri, Turkey

Abstract: Skin cancer is a critical health problem and early diagnosis is important for
effective treatment. Correct differentiation of benign and malignant skin lesions is important
for early diagnosis and appropriate treatment. The biopsy method, which is frequently used in
diagnosis, gives almost 100% accurate results and this process takes about 10 minutes. With
new techniques brought about by developments in image processing and machine learning
skin cancer diagnosis is getting more accurate and effective. Some of the image processing
techniques, such as segmentation and analysis, can be utilized in enhancing skin lesion
images. Also, machine learning algorithms can be trained and can perform as well as biopsy
in certain scenarios. In addition, machine learning algorithms can be trained and can perform
as well as biopsy in certain scenarios. In this research, image processing and machine learning
were used to classify skin lesions as benign and malignant, to improve the performance of the
classification, and to accelerate and facilitate the diagnosis process of skin cancer. Benign and
malignant test and train skin cancer dataset was obtained from Kaggle. In the studies
conducted, it was seen that the highest accuracy rate achieved using machine learning
algorithms was 0.791% in the study of Marques S et al.l”. To achieve higher accuracy rate
noise removal, segmentation and feature extraction in the samples were implemented with
MATLAB, and feature selection and classification were implemented using Weka. 8 different
classification methods and 6 different selection models were evaluated using cross-validation
and a 79.27% accuracy rate (Classification via Regression and ReliefF) and 79.39% accuracy
rate (Logistic Model Trees and ReliefF) were achieved. Each model was evaluated using
standard measurements such as accuracy, precision, recall (sensitivity), confusion matrix.
Although perfect accuracy is not achieved, a cost-effective and simplified solution is
presented. By expanding the data set and improving the algorithms created, misdiagnoses can
be prevented and diagnosis can be made more easily.

Keywords: Skin Cancer, Machine Learning, Image Processing, Feature Extraction

I. INTRODUCTION

Skin cancer is one of the biggest health problems worldwide. Despite this, in diagnosing
skin cancer, visual examination of skin lesions still negatively affects the disease process in
terms of the reliability of the diagnosis, and pathological tests negatively affect the disease
process due to the length of the diagnosis period. The limitations of traditional methods used
to distinguish different types of skin cancer have led to the need for a faster, cost-effective,
and reliable diagnostic approach. In this research, we used image processing and artificial
intelligence techniques to determine whether a skin lesion is benign or malignant. Using the
data set obtained from Kaggle, we achieved the classification of malignant and benign lesions
with noise removal, segmentation, feature extraction, feature selection and classification.
With this method we developed, we offered a fast and cost-effective solution instead of
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pathology that could take 7 days.
When compared to other studies using machine learning, we can conclude that the accuracy
of the method we created is highest (Table I).

TABLE I
ACCURACY RESULTS IN DIFFERENT RESEARCH
Reference Accuracy with ML
Marques S et al. [7] 0.791
Kanca et al. [3] 0.68
Proposed method 0.7939

ML: Machine Learning

II. METHODOLOGY

In the research, the "Skin Cancer: Malignant vs. Benign" [8] data set obtained from Kaggle
was used. The data set contains two different folders, "benign" and "malignant", under two
headings "train" and "test". The data consists of these two folders with each 1800 images.

The workflow for classification of skin cancer is shown in Figure 1. The workflow includes
the steps of skin cancer image acquisition, pre-processing, segmentation, feature extraction,
feature selection and evaluation, and classification as benign or malignant. This process was
applied to achieve the highest accuracy percentage.

Skin Cancer ; Feature
—_— i —— Segmentation — .
Image Preprocessing 9 Extraction

Benign

Feature

Classification 4  gelection

Malignant

Fig. 1. Workflow for skin cancer classification

A. PRE-PROCESSING

The preprocessing part is the preparation phase for image processing and machine learning
and is critical. This important step was taken to improve the data image quality and facilitate
classification in the classification of skin cancer. This step was done with MATLAB. In the
first step, the images were converted from RGB to grayscale. Converting to grayscale is an
important and mandatory step for the subsequent application of the “Black Hat Filter”. Black
Hat Filter was used to highlight dark areas, that is, to highlight hairs, spots or structures of
interest that would cover the lesions and prevent image processing. After using the filter, dark
and light areas were separated by applying “Adaptive Thresholding”. This process allowed
clear separation of hairs, stains, or structures of interest. “Binary Mask™ allowed the hairs to
be isolated by showing the unwanted structures as white (1) and the background as black (0).

Images with unwanted structures removed are shown in Figure 7.

Flg 2. The initial-colored image of skin cancer. [7n] -



4™ Global Conference on Engineering Research (GLOBCER’24)

Fig. 3 Images converted to grayscale

Fig. 4. Images with black hat filter applied.

Fig. 6. Images with binary mask applied.

e b

Fig. 7. Images that have been noise-removed through preprocessing.

B. SEGMENTATION

Segmentation is a technique in image processing that finds lesion boundaries in skin cancer
images and separates and isolates them from the background.

This step was done with the MATLAB program. In the first step, lesions were selected and
identified using Otsu's Thresholding Method in the images converted to grayscale. Then,
Median Filter and Opening-Closing Operation were applied to reduce noise and achieve a
cleaner image.

Pre-processing batch results were converted from RGB to grayscale. In the first step, Otsu's
Thresholding Method was applied to these converted images. This method is done by
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automatically binarizing the image using the optimal threshold value. Otsu’s Thresholding
Method for histogram analysis establishes the boundary that maximizes inter-class variance
on an image’s brightness histogram to separate black pixels from white ones according to
their level of brightness.

Fig. 8. Images applied Otsu's Thresholding Method.

An attempt was made to find the appropriate Median Size value for the filter by applying
different values. The images show values of 15 Median Size (Figure 9), 9 Median Size
(Figure 10), and 3 Median Size (Figure 11), respectively. Although more values were tried,
these values were added to observe the difference. The most appropriate value was found to
be 3 Median Size. Thanks to this value, noise is cleaned more clearly, while edge detection
and accurate cropping of edges are more successful.

r N

Fig. 9. Medlan filtered image with a ne1ghb0rhood region of 15.

o &

Fig. 10. Median filtered image with a neighborhood region of 9.

Fig. 11. Median filtered image with a neighborhood region of 3.

Opening and Closing Operations were used to make the filtered image cleaner and clearer. It
is the process of identifying and deleting white pixels. Closing process is the step of filling the
gaps created during the opening process. The configuration item size value for Opening-
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Closing is selected as 5. Comparison of Median Filter result and Opening-Closing operation
results are shown in Figure 12, respectively.

Po 0
4G

Fig. 12. Comparison of Median Filter and Opening-Closing operation results.

In the last step, the images were returned to their original color, and in the segmentation
step, the images prepared before the feature extraction step became ready for use. Although
The Chan-Vese algorithm was also tried in the segmentation step, the method was not used in
this research because it gave lower accuracy.

:1 - .
2

Fig. 13. Images results after segmentation.

C. FEATURE EXTRACTION

In the study, the feature extraction method is important in determining the lesion type. There
are two classes: malignant and benign, and at this point, MATLAB was used in the feature
extraction step. As a result of the literature study, forty-eight feature extraction techniques
were used in the regions determined as a result of segmentation, taking into account texture,
shape, intensity, statistical, volume and surface area.

GLCM, GLSZM, GLDM, and GLRLM are matrices and methods used in the study to
extract different textural features in image processing and texture analysis. Each method is
designed to capture a different texture feature.

e GLCM: The GLCM technique used to detect the texture of an image by calculating the
amount of pixel combinations with a certain value in a particular direction 4],

e GLRLM: The technique known as GLRLM determines the length or number of
consecutive pixels with the same gray level value 1.

e GLSZM: A technique called GLSZM measures pixels whose values fall into the same
gray level 4],

e GLDM: The number of connected pixels inside the distance connected to a center pixel
is measured using the GLDM method 1.
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The obtained features were saved from MATLAB to the Excel file. These extracted features

were used to obtain better results in skin cancer diagnosis.

TABLE II

FEATURES’ VALUES
Features Benign 1 Benign 2 Malignant 1 Malignant 2
Angular Second 0,554064728 0,587693956  0,894203873 0,616432663
Moment
Area 18522 618,125 2413 229,75
Compactness 0,000678456 0,000847076  0,005207779 0,001243087
Contrast 780,5 780.,5 780,5 780,5
Convexity 18522 14835 2413 10109
Correlation 5,750886767 4,879401748  6,912258778 6,639913338
Contrast (GLCM) 0,170163357 0,442825112  0,08504164 0,324391416
Correlation (GLCM) 0,935914444 0,956456238  0,939530936 0,918277248
Dissimilarity 0,695547726 0,630285074  0,134168802 0,5583720372
Dissimilarity(GLCM) @ 1561 1561 1561 1561
Eccentricity 0,890480963 0,496351092  0,818445369 0,459568842
Elongation 0,414801369 3,80586048 0,683981442  2,108175733
Energy 14698122 12034584 1999394 8623395
Energy (GLSZM) 1100198088 13112363448 | 2253394362 1572087682
Energy (GLDM) 1382503586 14666415312 2231219564 1538124200
Energy (GLCM) 1100198088 13112363448 2253394362 1572087682
Entropy (GLSZM) 0,942163169 0,997180399  0,942163169 0,982316608
Entropy (GLDM) 0,982316608 0,91299914 0,69621226 0,974489403
Entropy (GLCM) -480492,8311 -488494,4506 -525899,9661 -496947,9784
Fractal Dimension -6,024734285  -1,573256405  -4,869540836  -2,188663305
Ferets Diameter 230,6306174 9,235646075  73,76370436 7,786621547
Flatness 0,181683362 0,509652515  0,233301337 0,369870289
Gray Level Variance  0,02942702 0,093522993  0,03882701 0,03382701
Homogeneity 48336,96667 48136,99881  49530,15952  48069,33333
Homogeneity(GLCM) 0,967668295 0,963665095  0,991555083 0,962310485
Interquartile Range 0,31372549 0,623529412 0 0,015686275
Intensity Range 0,615686275 0,890196078  0,7522941176 = 0,666666667
Kurtosis 4,167487755 2,685599473  24,66059214  4,145764968
Long Run Low Gray 0,000160154 4,00384E-05 0,000100096 0,000200192
Level Emphasis
Long Run High Gray  0,014353637 0,012943283  0,00275903 0,01218055
Level Emphasis
Long Run High Gray 228186709,3 192975402,7  38874154,67 161514154,7
Level Emphasis
(GLRLM)
Mean 34,4918952 52,81151015  6,621797938 25,39720849
Mean Intensity 0,130226544 1,99875732 0,026650269 0,101457458
Minimum Intensity 0 0 0 0
Maximum Intensity 0,615676285 0,890196078  0,752941176 0,666666667
Maximum 0,718429693 0,746296445  0,944847053 0,769058296
Probability
Perimeter 749,801 38,38204167 210,553 29,27004545
Roundness 1,7734709 2,61926772 2,25861389 2,709837193
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Standard Deviation 54,26791328 83,75739637  30,04619567  50,4556835
Skewness 1,543997433 1,150603034  4,714228776 1,681684636
Surface Area 63564 53572 10419 45907
Sphericity 0,414801369 3,80586048 0,683981442  2,108185733
Short Run Low Gray 0,912776909 0,921067868  0,983161692  0,926609092
Level Emphasis

Short Run High Gray 0,099675689 0,090226618  0,01919843 0,83900545
Level Emphasis

Short Run High Gray 2,45228814 2,261581224  0,581294679  4,193590881
Level Emphasis

(GLRLM)

Solidity 0,916703786 0,956081747  0,928076923 0,945224398
Total Energy 2327,433126 6697,062822 7325006536  2464,637693
Volume 63564 53572 10519 45907

The values obtained as a result of the features applied to the images are too wide apart for
some features. This increases the margin of error in machine learning. To prevent this, the
maximum and minimum values of the values for each feature were found and normalized
between 0 and 1. When it was later tested with the selected classification methods, it was
observed that the accuracy rate of the classification increased by approximately 3 percent. For
this reason, normalized data was used throughout the study.

D. FEATURE SELECTION

Feature selection is utilized to increase model performance and generalization ability by
identifying and selecting the most important and relevant features in the machine learning
process. This is done through eliminating unnecessary or low-information feature extraction
methods from the model. The aim here is to increase model performance, prevent overfitting,
facilitate interpretability, and increase accuracy. Weka was used in the feature selection part.

Various feature selection algorithms have been used to select a subset of features for the
purposes. Weka offers a wide range of classifiers and feature selectors that can be combined
in various ways to automatically detect the relationship between extracted features and the
target class (benign or malignant). The best configuration that maximized classification
accuracy was found by experimenting with different combinations of classifiers and feature
selection methods. According to the applied methods, 12 feature extraction methods that
worked best for 6 different feature selection methods were selected. 8 different classification
methods were applied for each dozen feature extraction methods. Selected feature selection
methods are, Info Gain, Correlation, Gain Ratio, OneR, ReliefF, and Symmetrical Uncert.
And the selected classification methods are, Bagging, J48, LMT, Random Forest, Iterative
Classifier, Attribute Selected, Classification Via Regression, and Logistic.

E. VALIDATION

In each feature selection method, experiments were carried out by selecting the first 12
features listed according to the discrimination success percentage. Different models appear in
the tables below. Calculations were made by selecting 10 folds using the Cross Validation
technique.

RESULTS

1. Information Gain (Info Gain): Information gain measures the reduction in entropy
resulting from the transformation of a data set. On the dependent variable, it is used to
determine how much information is lost from independent variables.
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TABLE III
RESULTS FOR INFO GAIN
Classifier Accuracy | Precision | Recall
Bagging 0.7317 0.731 0.732
J48 0.6959 0.697 0.696
LMT 0.728 0.727 0.728
Random Forest 0.7274 0.727 0.727
Iterative Classifier 0.6922 0.694 0.692
Attribute Selected 0.6828 0.685 0.683
Classification Via Regression | 0.7265 0.727 0.727
Logistic 0.7241 0.731 0.724

2. Correlation: Correlation measures the statistical relationship between two variables. It
evaluates how successful a feature is related to the target variable in the context of
feature selection. Pearson correlation coefficient is often used for this purpose.

TABLE IV
RESULTS FOR CORRELATION
Classifier Accuracy | Precision | Recall
Bagging 0.7411 0.741 0.741
J48 0.7083 0.710 0.708
LMT 0.7432 0.745 0.743
Random Forest 0.7584 0.758 0.758
Iterative Classifier 0.6977 0.698 0.698
Attribute Selected 0.6877 0.693 0.688
Classification Via Regression | 0.7432 0.745 0.743
Logistic 0.7271 0.733 0.727

3. Gain Ratio: It is a normalized version of Info Gain. Accounting for the natural
knowledge of a feature results in adjustment that combats information gain towards
those features that possess more levels.

TABLE V
RESULTS FOR GAIN RATIO
Classifier Accuracy | Precision | Recall
Bagging 0.7614 0.762 0.761
J48 0.7426 0.746 0.743
LMT 0.7641 0.766 0.764
Random Forest 0.7675 0.768 0.768
Iterative Classifier 0.7474 0.751 0.747
Attribute Selected 0.7329 0.745 0.733
Classification Via Regression | 0.7569 0.759 0.757
Logistic 0.7192 0.722 0.719

4. One Rule (OneR): This method creates a rule for each feature and selects the feature
with the lowest error rate, which is rule-based method.
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TABLE VI
RESULTS FOR ONE RULE
Classifier Accuracy | Precision | Recall
Bagging 0.7402 0.740 0.740
J48 0.6995 0.700 0.700
LMT 0.7405 0.740 0.741
Random Forest 0.7423 0.742 0.742
Iterative Classifier 0.7089 0.709 0.709
Attribute Selected 0.6858 0.686 0.686
Classification Via Regression | 0.7350 0.734 0.735
Logistic 0.7162 0.723 0.716

5. ReliefF: It is an iterative feature selection algorithm that evaluates the importance of
attributes according to the extent to which they differentiate samples close to each other.
It considers nearest neighbors that have the same class and those that have different

classes.
TABLE VII
RESULTS FOR RELIEF
Classifier Accuracy | Precision | Recall
Bagging 0.7781 0.778 0.778
J48 0.7643 0.764 0.762
LMT 0.7918 0.792 0.792
Random Forest 0.7881 0.788 0.788
Iterative Classifier 0.7635 0.763 0.764
Attribute Selected 0.7556 0.761 0.756
Classification Via Regression | 0.7918 0.793 0.792
Logistic 0.7760 0.776 0.776

6. Symmetrical Uncert: It is a combination of Information Gain and Gain Rate. It is based
on information theory. It is measuring the symmetric relationship between mutual
knowledge and knowledge gain.

TABLE VIII
RESULTS FOR SYMMETRICAL UNCERT
Classifier Accuracy | Precision | Recall
Bagging 0.7341 0.734 0.734
J48 0.7110 0.714 0.711
LMT 0.7274 0.727 0.727
Random Forest 0.7393 0.739 0.739
Iterative Classifier 0.6937 0.695 0.694
Attribute Selected 0.4946 0.694 0.695
Classification Via Regression | 0.7220 0.721 0.722
Logistic 0.7165 0.723 0.717

Calculations were made by selecting 10 folds with different feature selection and
classification techniques and cross validation techniques. To achieve higher accuracy, feature
numbers were reduced by 2 and accuracy percentages were tabulated with the help of
MATLAB.

The two most successful models in this research are ReliefF-LMT (Logistic Model Trees)
and ReliefF-Classification Via Regression models. ReliefF-LMT achieved an accuracy rate of
79.39%, and ReliefF-Classification Via Regression achieved an accuracy rate of 79.27%.



4" Global Conference on Engineering Research (GLOBCER '24)

Number of Selected Features and Accuracy Values for Info Gain Selection
I I

80 I I
—=— Bagging
)48
- LMT
Random Forest
75 |- —= lterative Classifier |
Attribute Selected
—s7— Classification Via Regression
—&— Logistic
70 //%_\ e
) = - — TTT—
. e —
Pl
e
3
§
65— =
60 - =
55 1 1 1 1
2 4 6 8 10 12
Number of Features
. . . .
Fig. 14. Info Gain Selection Accuracies
a0 Number of Selected Features and Accuracy Values for Correlation Selection
T T T T
—=— Bagging
——J48
o LMT
Random Forest
75 |- —= lterative Classifier .
Attribute Selected e - — — e
—s7— Classffication Via Regression —
—A— Logistic Y SR
—
~ 70 S —£3 =il
& _
> b
B
5
g o
65— -
60 |- .
55 I I 1 I
4 6 8 10 12
Number of Features
. . . .
Fig. 15. Correlation Selection Accuracies
a0 Number of Selected Features and Accuracy Values for Gain Ratio Selection
T T T
—&— Bagging
——LMT
Random Forest
75 || = lterative Classifier
Attribute Selected
—s7— Classification Via Regression
—&— Logistic
~ 70
A
- ¥
& 2
s
3
Q
<
65 — -
60— -
55 I I I

[N

Number of Features

Fig. 16. Gain Ratio Selection Accuracies

10



4" Global Conference on Engineering Research (GLOBCER '24)

80

Number of Selected Features and Accuracy Values for OneR Selection
T T

—&— Bagging
——J48
——LMT

Random Forest
75 | 7 Iterative Classifier
Attribute Selected

—~57— Classification Via Regression
—&— Logistic

Number of Features

Fig. 19. Symmetrical Uncert Selection Accuracies

11

— 70
2
=
O
o
=3
Q
o
< 65
60— -
55 | | I
2 4 6 8 10 1z
Number of Features
Fig. 17. OneR Selection Accuracies
80 Number of Selected Features and Accuracy Values for ReliefF Selection
T
—5— Bagging
——J48
I LMT
Random Forest
75— Iterative Classifier
Attribute Selected -
—7— Classification Via Regression |-
B4 Logstic
=
~ 70 =
z
.u;
[
2
E%
65—
60 -
55 | I I I
2 4 6 8 10 12
Number of Features
Fig. 18. ReliefF Selection Accuracies
a0 Number of Selected Features and Accuracy Values for Symmetrical Uncert Selection
1 T T T
—&— Bagging
——J48
[ LMT
Random Forest
75 || —=—lterative Classifier -
Affribute Selected
—s7— Classlfication Via Regression -
—&— Logistic & - o _ L
— -
—~ 70 -
= - = — —if3
— %
& 4
g
3
g
65— .
60 — 1
55 I I I I
2 4 6 8 10 12



4™ Global Conference on Engineering Research (GLOBCER’24)

It has been observed that the accuracy rate also changes as the number of features changes.
Mostly, the accuracy rate increases as the number of features increases, but this is not the case
for every classification technique. A sudden increase in accuracy was seen when the feature
number was increased to 4 and 6. In later increases, this sudden increase decreased and a low-
slope increase was observed.

When the model put forward in this research is compared with existing machine learning
models, it is seen that the research is successful. When the average accuracy, precision, and
recall results of the created models were compared, we observed that the highest percentage
for all criteria was in the ReliefF feature selection method.

TABLE IX

FEATURE SELECTION METHOD’S AVERAGE RESULTS
Feature Selecting Method Accuracy | Precision | Recall
Info Gain 0.7136 0.7149 0.7136
Correlation 0.7258 0.7279 0.7258
Gain Ratio 0.7490 0.7524 0.7490
OneR 07210 0.7218 0.7211
ReliefF 0.7762 0.7769 0.7760
Symmetrical Uncert 0.6923 0.7184 0.7174

III. DISCUSSION AND CONCLUSION

Compared to other research results, the accuracy rate achieved result of the study is
reasonable. Although it has lower accuracy compared to traditional methods, it is faster and
more cost-effective. The accuracy rate obtained can be further increased with improved
methods, and better results can be obtained with advanced image processing techniques. In
addition, improving the data set is among the studies aimed at improving and increasing
model performance. No matter how promising the study is, the risks of this method should be
taken into consideration. It is necessary to be cautious against misdiagnosis of the disease and
harm to the patient. Since at this point, results as accurate as pathology cannot be obtained, it
may be possible to increase its reliability or combine it with this method in the future. Studies
in the field of skin cancer diagnosis and classification are ongoing, and efforts are being made
to make it accessible to healthcare personnel and presented to the user. These studies are
important and critical for doctors, healthcare professionals and patients.
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Abstract: Many hyperparameters are used for classification in convolutional neural networks
(CNNs). Optimum tuning of hyperparameters plays an important role in the classification
success of CNN. One of the important hyperparameters used in CNNs is batch size (BS).
Changing the BS, just like changing other hyperparameters during training, is a research topic.
However, changing the BS during training has been less investigated than other
hyperparameters. In this study, the effect on the performance of CNNs of increasing the BS
during training was examined. For this purpose, the test loss value was checked with early
stopping during training, and BS was increased if the loss value increased by the determined
number of steps. To examine the effect of increasing the BS, training was performed on the
MNIST dataset using pre-trained MobileNet and MobileNetV2 models. The results showed
that increasing the BS during training provided slightly higher accuracy and lower loss
compared to using a constant BS.

Keywords: Convolutional Neural Network, Early Stopping, Increasing Batch Size,
Classification

I. INTRODUCTION

Many hyperparameters are needed when training CNNs. One of these hyperparameters is
BS. BS determines the number of simultaneously processed samples before updating the base
model parameters during training [1,2]. BS, which is an important hyperparameter in training
deep learning models [3], is widely used in neural network training [4]. BS is a hyperparameter
defined as the number of images used to train a single forward and backward pass. For CNNs
to perform more robust classification, BS, like many hyperparameters, must be tuned
appropriately [5].

The BS value, one of the most effective hyperparameters when training a neural network,
can lead to various training and testing successes [6]. However, the selection of appropriate BS
is a fundamental problem faced by researchers [7]. It is still not completely clear how to tune
hyperparameters such as learning rate and BS to achieve a more robust classification [8].
Additionally, theories that quantitatively explain how large or how small the BS should be are
lacking [4]. Successful classification is affected by the interaction of learning rate and BS [9].
Considering the significant interaction between learning rates and BS, adaptive BS strategies
are needed [10].

BS can only fit in the remaining memory after the model is loaded and depending on the data
size. BS becomes smaller as model and data size increases [11]. The selection of BS often has
a significant effect on training results. Choosing the BS too small may result in a long training
time and choosing it too large may cause it to get closer to the local optimal value [12].
Although BS increases the resource requirement, it has a decisive effect on image recognition
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accuracy in CNNs and many other networks.

There are some studies in the literature that examine the BS effect. Smith et al. (2017) found
that the same learning curve would generally be obtained in the training and test datasets as a
result of increasing the BS by 5 times at each step during training [13]. Kandel et al. (2020)
carried out studies on the VGG16 model using different BSs without making any changes
during training. They observed that using higher BS generally does not result in higher
accuracy [5].

In the study by Radiuk (2017), the effect of BS on performance was examined on MNIST
and CIFAR-10 datasets using various CNN architectures. It has been observed that a higher
BS value increases the recognition accuracy [14]. Lin (2022) tried to find the most appropriate
BS range by training some CNNs using Mnist, Fashion Mnist, and CIFAR-10 datasets. As a
result of the study, it was concluded that the probability of training a CNN model is high when
the BS is selected between 16 and 32 [6].

Gao et al. (2022) proposed an adaptive BS strategy to solve stochastic optimization problems.
Instead of giving the mini-BS and the step-size values constant, they developed a two-scale
adaptive (TSA) method that adaptively increases the BS when an appropriate error criterion is
encountered. As a result of their classification experiments using MNIST and CIFAR-10
datasets, they showed that adaptive tuning of mini-BS is useful in practice [15]. Choudhury
and Soni (2023) proposed an adaptive BS-based CNN-LSTM model from 128 to 1024 to
recognize different human activities in an uncontrolled environment. They achieved good
performance in their proposed model by using the human activity recognition (HAR) dataset
they created [16].

In this study, the effect on model performance of increasing the BS during training in CNNs
was examined. For this purpose, a series of experiments were carried out on the MNIST dataset
using MobileNet and MobileNetV2 models. By comparing the BS results that were left
constant throughout the model training with the BS results that were increased during training,
the effect on the model performance of increasing the BS during training was examined.

II. MATERIALS AND METHODS

A. Dataset and Preprocessing

In this study, the Modified National Institute of Standards and Technology (MNIST) dataset
was used to examine the effect on the model performance of increasing the BS during training.
Each of the 70000 images in this dataset consisting of 10 classes is 28x28x1 in size [17]. To
use it in this study, the image dimensions were resized to 32x32x3 pixels.

B. MobileNet and MobileNetV2 Models

MobileNets are based on a streamlined architecture that uses depth-wise separable
convolutions to create lightweight deep neural networks that offer a wide range of applications
such as object detection, fine-grain classification, face attributes, and large-scale geo-
localization [18]. In this study, the effect on the performance of increasing the BS during
training was examined using MobileNet and MobileNetV2 models.

C. Training Parameters and Metrics

In the experiments carried out on the MNIST dataset using MobileNet models, the Adamax
optimization algorithm was used with default parameters. The loss function is implemented as
Categorical Crossentropy and the classification activation function is implemented as Softmax.
During the training, the minimum level of the test loss value was checked with the early
stopping feature, with patience=2. Both the BS value was kept constant throughout the training
at 32, 64, and 128, and the BS value was increased at these values during the training. To
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determine the classification success of the models, accuracy and loss metrics were examined.

D. Increasing BS

The training was started with pre-trained weights of MobileNet and MobileNetV2 models.
The training was carried out by updating the weights in all layers without partial layer freezing.
The BS value was initially set to 32. During the training, if the test loss value, which was
checked with the early stopping feature, did not decrease twice in a row, the BS value was
increased to 64 and the training was continued. Likewise, the decrease in the test loss value
was checked, and if the loss value did not decrease during 2 repetitions, the BS value was
increased to 128 and the training was continued. After that, the training was terminated by
looking at the test loss value in the same way. The training was completed by changing the BS
value to 32, 64, and 128 during the training.

III. RESULT AND DISCUSSION

To examine the effect on model performance of increasing the BS during training, a series
of experiments were conducted on the MNIST dataset using the MobileNet and MobileNetV?2
models discussed in the study. Experiments were carried out by first keeping the BS values
constant as 32, 64, and 128 throughout the training, and then increasing them during training.
The experiments were repeated 3 times for each case, and the classification accuracy of the
models on the MNIST test dataset is given in Table 1.

TABLE1
TEST SUCCESS ACCURACY
Model Batch Size Experiment1  Experiment2  Experiment3  Average
(BS) (%) (%) (%) (%)
32 99.23 99.23 99.10 99.19
. 64 99.35 99.29 99.14 99.26
MobileNet g 99.07 98.93 99.15 99.05
Increasing BS ~ 99.40 99.39 99.49 99.43
32 99.18 99.17 99.28 99.21
. 64 99.15 99.08 99.13 99.12
MobileNetV2 g 98.74 98.77 98.59 98.70
Increasing BS ~ 99.33 99.37 99.30 99.33

When the test success accuracies given in Table 1 are examined, it is seen that the highest
success accuracy is achieved with increased BS in both MobileNet and MobileNetV2 models.
In the MobileNet model, the average success rates were found to be 99.43% for increased BS,
99.26% for BS=64, 99.19% for BS=32, and 99.05% for BS=128, respectively, from largest to
smallest. In the MobileNetV2 model, the increased BS=99.33%, BS(32)=99.21%,
BS(64)=99.12% and BS(128)=98.70%. In both models, the increased BS provided a
performance increase of only approximately 0.1%-0.2%.

According to the test success accuracies presented in Table 1, the best-performing
experiments in the MobileNet model were Experiment 1 for BS(32) and BS(64), Experiment
3 for BS(128), and increasing BS. The model train-test accuracy graphs of these best-
performing experiments in the MobileNet model are given in Fig. 1, and the train-test loss
graphs are given in Fig. 2.
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Fig. 1. Train-test accuracy graphs of the MobileNet model (a) Train set, (b) Test set.
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Fig. 2. Train-test loss graphs of the MobileNet model (a) Train set, (b) Test set.

In Fig. 1 and Fig. 2, the training and test results of the 32, 64, and 128 BS values that were
left constant throughout the training of the MobileNet model and the increasing BS value are
seen together. As can be seen in the figure, training started with 32 BS in the increasing BS
application. Since the test loss value increased twice in a row after the 7th epoch, the BS value
was increased to 64 in this epoch and the training was continued from the 7th epoch. Again,
after the 9th epoch, when the test loss value increased twice in a row, the BS value was set to
128 and the training was continued from the 9th epoch. As seen in Fig. 1 and Fig. 2, in the
training carried out with the MobileNet model, it was determined that the application of
increasing BS had a positive effect on the model performance, albeit slightly.

In addition, according to the test success accuracies presented in Table 1, the best-performing
experiments in the MobileNetV2 model were Experiment 3 for BS(32), Experiment 1 for
BS(64), Experiment 2 for BS(128), and increasing BS. The model train-test accuracy graphs
of these best-performing experiments in the MobileNetV2 model are given in Fig. 3, and the
train-test loss graphs are given in Fig. 4.
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Fig. 3. Train-test accuracy graphs of the MobileNetV2 model (a) Train set, (b) Test set.
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Fig. 4. Train-test loss graphs of the MobileNetV2 model (a) Train set, (b) Test set.

In Fig. 3 and Fig. 4, the training and test results of the 32, 64, and 128 BS values that were
left constant throughout the training of the MobileNetV2 model and the increasing BS value
are seen together. As can be seen in the figure, training started with 32 BS in the increasing BS
application. Since the test loss value increased twice in a row after the 8th epoch, the BS value
was increased to 64 in this epoch, and after the 9th epoch, when the test loss value increased
twice in a row, the BS value was increased to 128 and the training was continued. As seen in
Fig. 3 and Fig. 4, in the training carried out with the MobileNetV2 model, it was determined
that the application of increasing BS had a positive effect on the model performance, albeit
slightly.

IV. CONCLUSION

In this study, training was carried out with the MNIST dataset using MobileNet and
MobileNetV2 versions to examine the effect on model performance of increasing the BS during
training. Training started with a BS value of 32, and the test loss value was checked during
training, if this value increased twice in a row, the BS value was increased twice, first to 64
and then to 128. To compare the effect on the model performance of increasing the BS, training
was also carried out with fixed 32, 64, and 128 BS values throughout the training.

As aresult of a series of experiments, it was concluded that increasing the BS during training
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performed slightly better than giving a constant BS value throughout the training. Since the
models considered in the study showed a success of 99% (close to 100%) at BS values that
were kept constant throughout the training, the performance increase obtained by increasing
BS was approximately 0.1%-0.2%. Although this performance increase is very small, it is
worth examining the effect of increasing BS in different datasets, different models, and
different BS values in future studies.
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Abstract: Energy consumption in the transportation sector has become a significant issue
involving the sustainable use of global energy resources. Environmental concerns related to
fossil fuel consumption and the need for energy efficiency have made the transition from
traditional internal combustion engine vehicles to electric vehicles (EVs) imperative. Along
with the widespread adoption of EVs, improving charging infrastructure and supporting this
infrastructure with environmentally friendly energy sources have become crucial.

In this study, a renewable energy-based charging station design and optimization for EVs at a
shopping center in Yalova was conducted. Simulation models were created using HOMER
Grid software, and four different scenarios with different components were developed. Among
these scenarios, scenario 4 was chosen as the optimal solution in terms of energy efficiency
and cost-effectiveness. In this scenario, the net present cost of the charging station was $1.18
million, with an initial cost of $1.05 million, and the renewable energy usage rate reached 97%.
The results demonstrate that renewable energy-based charging stations offer significant
environmental and economic benefits.

Keywords: Renewable Energy, Electric Vehicle Charging Stations, Energy Optimization,
HOMER Grid Simulation, Sustainable Transportation

I. INTRODUCTION

Energy is a fundamental element of economic growth, sustainability, and social welfare in
modern societies [1]. As global energy demand rapidly increases and fossil fuel resources
become increasingly limited, energy management and efficient utilization have become more
critical than ever [2]. Carbon emissions and climate change caused by fossil fuels have made
the transition to renewable energy sources (RES) a global necessity [3]. In this context, the use
of renewable energy sources and energy-efficient systems plays a crucial role in ensuring future
energy security and promoting environmental sustainability.

The transportation sector is a major contributor to global energy consumption, and the
environmental impacts of fossil fuel-powered vehicles pose significant challenges [4]. Electric
vehicles (EVs) are emerging as an innovative solution that reduces the dependency on fossil
fuels and offers significant opportunities to improve energy efficiency. Research shows that
EVs have much higher energy-conversion efficiency than traditional internal combustion
engine vehicles and significantly reduce carbon emissions. However, the widespread adoption
of EVs also requires the development of charging infrastructure. The proliferation of fast-
charging stations is crucial for providing reliable and user-friendly solutions for EV owners
while promoting sustainable transportation [5].

Several studies in the literature have focused on developing charging infrastructure for EVs.
Rigas et al. developed a charging station design using the EVLibSim library to simulate and
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analyze various charging station scenarios, examining factors such as charging capacity,
demand, and grid load [6]. Wang et al. proposed an off-grid solar- and hydrogen-based
charging station that can provide electricity to electric and hydrogen vehicles. Their design
included a water electrolyzer powered by solar systems to generate and store hydrogen with a
backup diesel generator. The system’s solar capacity was increased from 1612 to 1818 kW,
while the diesel generator capacity was raised from 48 to 64 kW [7].

Bicer designed a charging station that utilizes H2 and NH3 fuel cells in combination with
concentrated photovoltaics (CPV) and wind turbines, highlighting increased system efficiency,
especially in space-constrained areas. The system employs two fuel cells for greater flexibility
in electricity generation and storage, with the main energy contribution coming from the fuel
cells, which account for about 80% of the system's output [8]. Cobanoglu et al. analyzed the
economic feasibility of grid-connected solar-assisted charging stations in Izmir by using
MATLAB/Simulink to simulate various configurations. Their findings indicated that systems
without battery storage could amortize their costs in five years, whereas those with battery
storage contributed to grid stability by reducing load fluctuations [9]. Li et al. explored the
optimization of EV charging infrastructure using renewable energy and battery storage systems
by applying Monte Carlo simulations and multi-objective genetic algorithms to minimize total
costs and carbon emissions [10].

In Morocco, Allouhi et al. applied HOMER Grid software to design an optimal hybrid
renewable energy system (HRES) for supermarkets in three cities. The design integrated solar
PVs, wind turbines, and battery storage to achieve a renewable energy fraction of 71.66% in
Dakhla, resulting in a COE of $0.0841/kWh and annual operating costs of $0.124M [11].
Similarly, Chisale et al. examined the energy challenges in Malawi, where only 15% of the
population had reliable access to electricity. They proposed a hybrid system that combined
solar panels, biogas, wind, and battery storage to reduce school grid demand and electricity
costs. The system achieved a cost of $0.095/kWh, lower than Malawi’s average of $0.11/kWh,
with biogas being primarily generated from human waste [12].

In the study by Giiven, the integration of HRES into electric vehicle (EV) charging
infrastructure is explored. Using solar panels, wind turbines, and battery storage, this research
focuses on designing sustainable energy systems for university campuses and nearby electric
vehicle stations. This study demonstrates that the system significantly reduces energy costs and
carbon emissions while supporting EV charging. Simulations conducted with MATLAB 2022b
indicated that the proposed system can meet both the university’s energy demands and EV
charging needs effectively [13]. Joseph et al. explored renewable energy storage systems in EV
charging stations, focusing on the integration of solar panels. They designed a hybrid forward
converter to improve the power transfer efficiency under fluctuating energy conditions,
achieving a maximum overall efficiency of 95% [14]. Atawi et al. developed a photovoltaic-
powered standalone charging station employing a closed-form design equation for the system
components. The system was modeled in MATLAB/Simulink, and the experimental results
showed that the system exhibits stable charging performance under various solar irradiance
levels [15]. Kurtz et al. used HOMER to optimize hydrogen-powered microgrids for data
centers and identified scenarios for integrating RESs to achieve carbon-free power solutions
[16]. In Bangladesh, Karmaker et al. addressed the rapid rise in EV demand by proposing
hybrid solar/biogas EV charging stations to reduce the load on the national grid, with an energy
cost of $0.1302/kWh and a total net present cost (NPC) of $56,202 [17]. Singh et al. conducted
a study in India using PVsyst software to design a solar-powered EV charging station. The
system, equipped with 8.1 kWp of PV capacity and two days of battery autonomy, reduced
CO2 emissions by 7,950 kg annually while achieving an optimal performance ratio [18].
Narasipuram et al. provided a comprehensive review of various EV charging station designs,
categorizing stations by power levels and examining optimization algorithms for improved
design efficiency [19]. Ebrahimi et al. used Monte Carlo methods and queueing theory to
address uncertainties in renewable energy supply for EV charging stations, minimize total
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costs, and improve grid performance [20]. Giiven et al. extended the research into hybrid
microgrid systems by optimizing EV charging infrastructure using RESs. Their work
emphasized the potential of vehicle-to-grid (V2G) and grid-to-vehicle (G2V) models in
reducing grid stress. Using a range of optimization algorithms, including the Coati
Optimization Algorithm (COA) and Turbulent Flow of Water-based Optimization (TFWO),
their simulations demonstrated a 69.87% reliance on renewable energy [21]. Gliven et al. also
investigated the use of HRES at Yalova University, finding that a system that utilizes 73%
renewable energy could significantly reduce carbon emissions with a 5.7-year payback period
[22]. In another study, Giiven et al. analyzed the integration of RES into EV charging stations
and evaluated seven different scenarios. Scenario 3, which combined photovoltaic systems,
batteries, and biodiesel generators, was identified as the most efficient method, reducing CO2
emissions by 29.40% [23]. In addition, their research in Manisa showed that optimized EV
charging stations had an annual energy generation capacity of 3,049,337 kWh and lower energy
costs than fossil fuels [24]. These findings underscore the importance of renewable energy
systems for environmental sustainability and cost-effectiveness.

In summary, these literature reviews highlight the significant potential of renewable energy-
based EV charging infrastructure in reducing energy costs, improving energy efficiency, and
promoting environmental sustainability.

This study focuses on the design and optimization of a renewable energy-based electric
vehicle charging station for a shopping center in Yalova, and examines its cost-effectiveness
and environmental sustainability. Shopping centers, due to their high visitor traffic flows, are
strategic locations for charging stations, playing a key role in promoting sustainable
transportation.

II. MATERIAL AND METHOD

A. Homer Grid Software

HOMER Grid is a software application used for designing and analyzing systems that
generate electricity from RES. The proposed model shares the same mathematical foundation
as HOMER Pro for calculating energy production but is specifically designed for grid-
connected applications and can handle more complex tariff structures. This software is
particularly useful for configuring EV charging stations and connecting them to HRES.

HOMER Grid offers users a comprehensive set of tools for analyzing energy demands and
sources, balancing energy production and consumption, and optimizing the use of energy
storage systems. This allows for the design of the most efficient system by considering multiple
RESs (e.g., solar, wind) and energy storage options (e.g., batteries). Through advanced
optimization algorithms, HOMER Grid enables users to model various energy scenarios and
design systems that minimize costs while maximizing efficiency. It is especially useful for
providing strategic decisions regarding the proper sizing and management of EV charging
stations, ensuring that energy demands are met while reducing environmental impact.

B. System Design

The proposed renewable energy-based electric vehicle charging station was designed using
HOMER Grid software. In this design process, four different scenarios were created using
various system components. The schematic diagrams of these scenarios are presented in Figure
3. The main objective of the design was to create a system that operates at the lowest NPC and
cost of energy (COE). As shown in Figure 1, the methodological framework comprises three
main steps: initial assessment, design optimization, and results analysis.

In the initial stage, the available energy sources and meteorological data (such as solar
radiation, wind speed, and ambient temperature) for the study area were thoroughly examined.
This examination was conducted to understand the potential of energy sources and to accurately
evaluate the system components. Using HOMER Grid, several scenarios were created to
determine the optimal system design.
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Finally, among the four scenarios, the most cost-effective and environmentally friendly
system was selected and analyzed. Figure 2 schematizes the scenarios tested in the program.
Based on the evaluation of these scenarios, the system that offered the best balance between
cost and environmental sustainability was selected as the optimal solution.
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C. Location Selection

The study area is a shopping center located in the central district of Yalova. To meet the
energy demand of the charging stations planned for shopping centers, a grid-connected hybrid
energy system comprising RES was evaluated. Meteorological data used in this study were
provided by the Turkish Meteorological Service. To create a detailed profile of the study area,
annual wind speed, solar radiation, ambient temperature, and load data were collected.

Figure 3 presents the hourly solar radiation profile over the course of a year, while Figure 4
shows the monthly wind speed profiles at 10 m above ground level. Figure 5 illustrates the
monthly ambient temperature profiles in the form of time series graphs. As shown in Figure 3,
the solar energy potential of the study area is higher during summer than during winter. Wind
turbines can serve as supplementary energy sources when solar energy is insufficient during
the winter months, thus complementing solar power. These two energy sources are the most
preferred in hybrid systems.

The annual, daily, and seasonal load demand profiles are also presented in Figure 6. The
economic analysis, a nominal discount rate of 25% and an inflation rate of 20% were
considered. The project lifespan of the HRES was set to 25 years [25].
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D. Grid

To supply power to electric vehicle charging stations, a connection to the grid is typically
established. This step is essential for evaluating the economic costs associated with the system
based on the proportion of renewable energy production and for analyzing the carbon emissions
in each scenario. In all scenarios considered, a grid connection was used. The electricity cost
varies depending on the time of day, with a rate of $0.40/kWh during the day (06:00-17:00),
$0.35/kWh during peak hours (17:00-22:00), and $0.30/kWh during nighttime (22:00-06:00).
Additionally, electricity sold back to the grid is priced at $0.15/kWh [26].

E. Solar Panels

Solar energy is one of the most important RES due to its inexhaustible nature. Given Turkey’s
high solar energy potential, solar power is considered one of the best renewable sources for
hybrid energy systems. Solar radiation reaches its peak in March and April, and drops to its
lowest in December and January. Solar panels convert the heat energy they collect from the
sun into direct current (DC) electricity stored in batteries. The solar panel output power can be
calculated using the following equation [27]:

Gt
T.STC

Ppyout = Ypy * fpy * G * [1 +ap * (Tc - TC,STC)] Q)

where Ppy .+ represents the output power of the solar panel in watts, Ypy, is the rated capacity
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of the solar panel under standard test conditions, and fpy is the derating factor of the panel. G
is the solar radiation incident on the panel at any given time, while G sr¢ is the radiation under
standard test conditions. ap is the temperature coefficient of power, T, is the cell temperature,
and T, src is the cell temperature under standard test conditions. The installation cost of a 1-
kW solar panel is approximately $700, with the same amount for the replacement cost, and the
annual maintenance cost is estimated to be $70. The expected lifespan of a solar panel is 25
years.

F. Wind Turbine

The wind turbine selected for this study was an XANT M21 with a nominal power of 100
kW. This model was chosen because it can be constructed using the essential engineering parts
principle, thereby reducing manufacturing costs, and is portable. The wind turbine has a
starting speed of 3 m/s, nominal speed of 11 m/s, and cut-off speed of 20 m/s. It was installed
at a height of 31.8 m, and the rotor had a diameter of 21 m. The installation and replacement
costs were $250,000 each, and the annual maintenance cost was $62.5. The expected lifespan
of a wind turbine is 20 years [28].

HOMER analyzes wind turbine electricity generation on an hourly basis four steps. To
estimate wind speed, the following power law equation was used:

Unhub = Ugnem * (ﬂ)oC 2

Zanem

HOMER adjusts the calculated power values to match real-life conditions by multiplying the
calculated power values by the air density ratio. The air density was measured at standard
temperature and pressure (1.225 kg/m?). The equation is as follows:

Pyre = (ﬁ) * Pyre stp 3)

where Py, 1s the power generated by the wind turbine, p is the air density at the site, p; is
the air density under standard temperature and pressure (1.225 kg/m?), and Pyrq srp 1S the
power generated by the wind turbine under standard test conditions.

G. Converter

The converter connects the DC and alternating current (AC) components of the system. It
operates bidirectionally, depending on the energy flow, and ensures smooth energy conversion
between DC and AC systems. The installation cost of the converter was approximately $400,
with the same cost for replacement, and the annual maintenance cost was $50. The lifespan of
the converter is estimated to be 15 years. The power output of the converter can be calculated
using the following equation:

Piny = i @

Niny*Niny

where P;,,, represents the output power of the converter, PV, is the installed capacity of the
solar panels, n;,,, is the efficiency of the inverter, and N;,,, is the number of inverter units [29].
H. Battery

Batteries, which store electrical energy in chemical form, are crucial components of hybrid
energy systems. They are used to store excess energy produced when generation exceeds
consumption. The installation and replacement costs for a 1-kW battery are approximately
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$550, and the annual maintenance cost is $55. The lifespan of the battery is expected to be 15
years. The state of charge (SOC) of the battery during charge and discharge modes can be
calculated using the following equation [30]:

SOC (£) = (1~ Q)  SOC(t — 1) + LetllOcet ©)

where Q represents the hourly discharge rate, P, is the charge and discharge power, e, is
the charge and discharge efficiency, and E is the total energy stored in the battery.

I Electric Vehicle Charging Station

The charging station planned for the shopping center is designed to accommodate various
EV types. The charging characteristics of the vehicles to be charged are presented in Table 1.
Although the electric vehicle market is rapidly growing, there are still limited data on the actual
operation of charging stations. Therefore, the system was modeled based on probable data
regarding vehicle charging requirements and population estimates.

TABLE I
CHARGING CHARACTERISTICS OF THE VEHICLES
Vehicle Population Maximum charging power per  Required charging energy per
type vehicle (kW) vehicle (kWh)
SUVEV 30 150 260
Small EV. 70 50 260

The data used in this study assume a growing EV population, and the charging station design
reflects a realistic mix of different vehicle types. As the global adoption of EVs continues to
increase, the chosen vehicle population and charging characteristics parameters are in line with
industry expectations for future EV charging demands.

III. RESULTS AND DISCUSSION

Using HOMER Grid software, four scenarios were generated to evaluate the economic and
environmental performance of a renewable energy-based EV charging station. The results
summarized in Table 2 show that Scenario 4 emerges as the optimal solution, exhibiting the
lowest NPC of $1.18M and renewable energy fraction 97%. This high renewable fraction
indicates that the majority of the station’s energy is sourced from renewable resources,
minimizing the dependency on fossil fuels and significantly reducing carbon emissions.

In comparison, Scenario 4 also achieves the lowest operating cost of $8,398 and an initial
cost of $1.05M, making it the most financially sustainable option. While Scenario 2 records a
slightly lower COE of $0.0554/kWh, its higher initial and operational expenses make it less
favorable than Scenario 4. On the other hand, Scenario 1, with an NPC of $2.06 million and
the lowest renewable fraction of 87.6%, ranks as the least efficient in terms of both cost and
environmental sustainability.

Ultimately, Scenario 4 is the ideal implementation choice, offering an optimal balance
between cost efficiency and environmental performance. The scalability and reliance on
renewable energy make it a suitable model for future projects, especially in urban areas such
as shopping centers. As the demand for electric vehicle charging infrastructure grows, Scenario
4 can be replicated or expanded to meet these needs while contributing to long-term
environmental sustainability and financial savings.
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TABLE II
COST OPTIMIZATION RESULTS.
OPERATING INITIAL RENEWABLE
NPC($) COE($) Cost($) Cost($) FRACTION (%)
Scenariol 2.06M  0.0818 60.339 1.14M 87.6
Scenario2 1.53M  0.0554 9.641 1.39M 933
Scenario3 147M  0.0653 15.970 1.22M 97.3
Scenario4 1.18M  0.0628  8.398 1.05M 97

The various scenarios for installing charging stations in shopping centers in Yalova are
presented in Table 2. Among the systems created with different components, Scenario 4, which
includes photovoltaic (PV) panels, wind turbines, batteries, and a converter, as shown in Figure
8, is the most suitable system in terms of NPC, initial cost, and renewable energy fraction.
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Fig. 7.Diagram of the selected system.

The monthly and annual performance of the optimized system is depicted in Figure 8, and
the respective contributions of wind, grid, and solar panel electricity production are illustrated
in Figure 9. The system consumes 1,424 kWh of energy per day, with a peak demand of 164
kW, and predominantly relies on RES for its electricity needs. As shown in the figures,
combined electricity generation from solar panels and wind turbines exceeds the grid's
contribution. Specifically, the system generates 1,062,698 kWh/year from PV panels and
244,794 kWh/year from wind turbines, covering 97.2% of the total energy demand.

In the proposed system, the nominal capacity of solar PVs is 795 kW, with an average daily
output of 2,912 kWh/day. As shown in Figure 10, solar PV production occurs between 06:00
and 18:00. Figure 11 highlights the daily performance of wind turbines, which serve as
complementary energy sources, particularly during periods when solar energy is insufficient.
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Fig. 8. Monthly load profile of electricity consumption.
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The monthly electricity production from solar panels (SG300MBF), wind turbines (M-21),
and the grid for the system are shown in Figure 9. It can be observed that solar energy
generation is the dominant source across all months, with peak production occurring during the
summer months of June, July, and August. The wind energy production, shown in purple,
remains relatively constant throughout the year, providing supplementary power. The grid
represented by the red section contributes only a small portion of the total electricity,
demonstrating the system’s heavy reliance on renewable energy sources. This highlights the
effectiveness of integrating solar and wind energy sources to meet energy demands while
minimally relying on grid electricity.
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Fig. 10. Daily PV performance.

Figure 10 illustrates the daily performance of the solar PV system over the course of a year.
The graph displays the solar output in kilowatts (kW) at various hours of the day across the
365 days of the year. The color gradient indicates the intensity of solar power generation, where
darker areas represent low production and lighter shades indicate higher energy generation. As
expected, the highest solar output occurs during the daytime, typically between 6:00 AM and
6:00 PM, with peak production around noon. Consistent horizontal energy production bands
suggest reliable daily electricity generation throughout the year, with minor fluctuations due to
seasonal changes and weather variations.

Figure 11 illustrates the daily performance of the wind turbine system over the course of a
year. The graph shows the power output in kW at different hours of the day plotted against the
365 days of the year. The color scale indicates the intensity of wind power generation, with
darker colors representing lower production levels and lighter colors indicating higher output.
Unlike solar energy, wind energy production does not follow a fixed daily pattern because wind
speeds fluctuate throughout the day and across different seasons. The graph shows that wind
energy production is more sporadic, with noticeable variations occurring throughout both day
and night. However, despite these fluctuations, wind power provides a consistent source of

31



4" Global Conference on Engineering Research (GLOBCER '24)

energy throughout the year.
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The converter in the system has a capacity of 480 kW, with an average output power of 110
kW and a maximum output power of 480 kW. Based on the simulation results, the converter's
capacity factor was found to be 22.9%, with a total annual operation time of 7,385 hours.
Annually, the converter processes 17,311 kWh of energy, with an output of 16,446 kWh,
resulting in an energy loss of 866 kWh. As shown in Figure 13, the converter’s performance is
closely linked to solar PV generation. The graphical representation shows that the converter’s
peak output generally aligns with the daily solar production hours, highlighting its reliance on
solar energy for efficient operation.
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Fig. 12. Daily converter performance.
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The economic performance of the hybrid energy charging stations designed using RESs was
evaluated through a techno-economic analysis. This analysis considered all costs incurred over
the system’s lifespan. To identify the most cost-effective system, the NPC was prioritized in
HOMER Grid software, and the system with the lowest NPC was selected as optimal. Other
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key parameters included the renewable fraction and the COE, which were also vital for
determining the optimal system configuration. Figure 13 displays the monthly electricity bill
savings of the proposed system compared to the existing one. As the chart indicates, the
proposed system offers significant cost savings across all months, with the most notable
reductions occurring during the spring and summer periods. This highlights the economic
advantage of integrating renewable energy into the system.

As shown in Table 3, the proposed system resulted in an annual emission of 23,554 kg of
carbon dioxide (COz), 102 kg of sulfur dioxide (SO:), and 49.9 kg of nitrogen oxides (NOx).
Notably, the emissions of carbon monoxide (CO), unburned hydrocarbons, and particulate
matter (PM) were zero, indicating a significant reduction in the harmful pollutants. This
environmentally friendly system helps reduce atmospheric gas emissions, which can contribute
to mitigating global warming and improving air quality.

TABLE III
EMISSION RESULTS
Emission
value

(KG/YEAR)

Carbon Dioxide 23,554

Carbon Monoxide 0

Unburned Hydrocarbons 0

Particulate Matter 0

Sulfur Dioxide 102

Nitrogen Oxides 49.9

Reductions in emissions are especially important in the context of climate change mitigation,
as lower CO: levels contribute to slowing down the greenhouse effect, while reduced NOy and
SO: levels minimize acid rain formation and respiratory health risks. Overall, the proposed
renewable energy system offers both economic and environmental advantages by significantly
cutting emissions.

IV. CONCLUSION

HRES have been proven to offer reliable and uninterrupted electricity despite the intermittent
nature of RES. This study focused on the design of an EV charging station for a shopping
center using RES, addressing both energy reliability and cost efficiency. The system's goal was
to reduce energy costs while utilizing clean, sustainable energy sources. The study modeled
four scenarios, each incorporating various combinations of RES, and evaluated their
performance using HOMER Grid software.

Among the modeled scenarios, Scenario 4, which combines solar energy, wind energy,
battery storage, and converters within a grid-connected hybrid energy system, emerged as the
optimal solution. This scenario exhibited a NPC of $1.18 million, an initial cost of $1.05
million, and achieved a renewable fraction of 97%, making it the most cost-effective and
environmentally friendly option compared to the other models.

The simulation results demonstrate that the proposed hybrid energy system can generate
significantly more energy from renewable sources than from the grid. Specifically, the system
is expected to deliver 97% of its energy from renewable sources, thus reducing reliance on
fossil fuels and minimizing environmental impacts. The use of renewable energy not only
decreases the carbon footprint of EV charging stations but also contributes to long-term energy
security and cost savings.
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1. Key Findings and Recommendations:

2. Environmental Benefits: The transition to renewable energy significantly reduces
carbon emissions, as shown by the system’s ability to cut annual CO: emissions by over
23,554 kg. This will support global efforts to combat climate change and promote
sustainable development.

3. Economic Efficiency: Scenario 4, with its optimized combination of solar, wind, and
battery storage, provides the lowest NPC and initial investment and demonstrates the
financial viability of adopting HRES in EV charging infrastructure.

4. Scalability and Adaptability: The success of this model in a commercial shopping
center setting indicates that similar systems can be scaled up and adapted for broader
applications, such as industrial zones, residential complexes, or even entire city
districts, where renewable energy can meet growing energy demands.

5. Policy Implications: Policymakers should consider incentivizing the integration of
renewable energy systems into EV charging networks to significantly reduce
dependency on non-renewable energy, lower energy costs, and contribute to national
and international sustainability targets.

6. Future Work and Recommendations:

Technological Advancements: Further research should focus on integrating emerging
technologies, such as V2G solutions, which can enhance system flexibility and
efficiency by allowing stored energy in EVs to be fed back into the grid.

o Extended Sensitivity Analysis: Conducting a more detailed sensitivity analysis under
various weather and market scenarios can provide deeper insights into system resilience
and financial outcomes.

e Expansion to Other Locations: Future studies should also explore the potential of
hybrid renewable systems in regions with different climatic conditions and energy
demands to assess the scalability and adaptability of the proposed solutions across
diverse geographies.

This study demonstrates that HRES are not only feasible but also crucial in supporting the
transition to cleaner energy, especially for EV charging infrastructure. Implementing such
systems will significantly contribute to environmental sustainability, energy security, and
economic benefits, aligning with global renewable energy and decarbonization goals.
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Abstract: In this study, the performance of a bridge type fault current limiter using parallel
LC resonant circuit in a power distribution system is investigated. The system is simulated in
Simulink/Matlab and its success in fault current limitation and common point voltage
regulation is investigated. The effect of the resistor Rsx used in resonance suppression in the
fault current limiter on the common point voltage is presented. The results obtained show that
this limiter can successfully suppress the high current that occurs in the short circuit fault
condition. Again, it is seen that the common coupling point voltage can be kept at the nominal
level if the circuit elements are used at their appropriate values.

Keywords: Fault current limiter, Parallel resonance, Resonance FCL

I. INTRODUCTION

With increasing population and industrialization, there is an increase in energy consumption.
The use of alternative energy sources has increased and integrated into the electrical energy
system due to the decrease in fossil fuels used to meet the electrical energy demand and their
negative environmental impacts. With the increase in energy use and the inclusion of different
energy sources in the system, there is an increase in the possibility of short circuit failure.
Therefore, the importance of fault current limiters is increasing.

Fault current limiters have been in the electrical energy system from past to present. In the
literature, superconductor fault current limiter [1], solid-state fault current limiter [2], series
resonance type fault current limiter [3], parallel resonance fault current limiter [4], hybrid fault
current limiter [5], magnetic flux type fault current limiter [6] and bridge type fault current
limiter [7] exist. The most important features expected from fault current limiters are that they
do not show impedance during normal operation and do not cause losses, show high impedance
in case of fault, react quickly to the fault, provide regulation at the common coupling point
voltage, reduce the current value to a safe level, and ensure that the current recovers as soon as
possible by disabling quickly at the end of the fault [8].

There are various studies in the literature on the bridge-type parallel resonant circuit
examined in this study. In this study, a bridge type FCL is used to improve the performance of
the low voltage continuous ride-through (LVRT) performance of wind turbine power plants in
the event of failure, and active power output control is provided by creating a variable capacitor
with the FCL [9]. In an operation using a thyristor bridge circuit, the inductance in the series
resonant circuit on the line is short-circuited with the help of the bridge circuit in case of a
fault. Thus, since the resonance is disabled, the impedance of the circuit increases and the fault
current is reduced by the effect of capacitor impedance [10]. In one of the two different bridge
circuits consisting of diodes, a high-temperature superconductor is used, while the other uses
a power capacitor and a semiconductor switch in addition to the superconductor. Both
structures were investigated in the system with wind turbine. It has been shown that the
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capacitor circuit is much more effective than the other one [11]. In another study using a diode
bridge, a switching element in the middle of the bridge and a small dc inductance used to slow
down the switch current and a second inductance parallel to the switch are used. In the event
of a fault, the switch is deactivated and the high value inductance is activated, showing high
impedance and suppressing the fault current [12]. In addition to fault current suppression, a
bifunctional FCL has been developed to correct grid voltage fluctuations. The FCL is able to
successfully suppress fault current while smoothly switching between current suppression and
voltage correction functions [13]. A new FCL that can be connected to DC and AC systems
suitable for use in AC/DC microgrids has been developed and the successful performance of
the current limiter in a laboratory environment is presented. In addition to current suppression,
the developed FCL is also capable of controlling the energy flow from AC system to DC system
[14]. The developed FCL, which provides reduced power loss and harmonic distortion in line
current, has been tested in a simulation environment in a system with a wind turbine and 2
generators. The FCL circuit, which provides simple construction and control, is compared with
classical diode bridge, series dynamic braking resistor and active diode bridge FCL types [15].
The developed interconnecting bridge type FCL circuit is connected in series to the feeders
connected to the common coupling point. The connection of multiple FCLs to a single limiting
resistor on the DC bus provides a significant cost reduction. As a result of the simulation
studies, it was observed that the developed FCL achieved a cost-effective success [16]. In the
parallel resonance based FCL system developed for use at high voltage, the rectifier bridge
short circuits the parallel resonant circuit under normal operating conditions. The semi-
controlled rectifier is disabled in the event of a fault, allowing the parallel resonant circuit to
be connected to the line and show high impedance. High fault current is thus suppressed [17].

In this study, the performance of a bridge-type parallel resonant fault current limiter is
investigated in the event of a short circuit in the electrical power grid. System simulation is
done in Simulink environment. Phase-ground (PG), phase-phase (PP), phase-phase-ground
(PPG), phase-phase-phase (PPP) and phase-phase-phase-ground (PPPG) faults are analyzed
in the simulation study in three-phase network. In all fault conditions, the bridge-type parallel
resonant fault current limiter is able to suppress the current.

In the content of the study, information about the working principle of the fault current limiter
is given in section 2. In section 3 the simulation results are given and in the last section the
results obtained are presented.

II. PRINCIPLES OF PARALEL RESONANCE FAULT CURRENT LIMITER

The FCL examined in the study is shown in Fig. 1. This FCL consists of two parts. The upper
part has a parallel resonance section and the lower part has a bridge structure. During normal
operation, the bridge part is activated while the parallel resonance part is activated in case of
failure. The operating principles and circuit structures in the two operating states are given
below.

Fig. 1.Bridge type parallel resonance fault current limiter
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A. Normal Operation

It is the operating state in which there is no fault in the system. In this case, since the system
impedance should not be interfered with, the parallel resonant part at the top of the limiter
should not be activated. Therefore, the path for the current to flow is provided by the bridge
part. As seen in Fig. 2, the bridge diodes, DC inductance and semiconductor are in the circuit
during normal operation. Depending on the AC current alternation, D1 and D4 diodes are
conducting in positive alternation while D2 and D3 diodes are conducting in negative
alternation. Since the AC main current flows through the diode bridge, the current through the
semiconductor is DC. It is therefore possible to use a unidirectional semiconductor.

(a) Positive half-cycle (b) Negative half-cycle

Fig. 2. Normal operation
B. Fault Condition

This is when a short circuit fault occurs in the system. In this case, since the grid current
starts to rise, the fault current limiter is activated to limit the current. When the fault condition
is detected, the switching element in the bridge is opened. Thus, the current is diverted from
the bridge circuit to the parallel resonant circuit as shown in Fig. 3. The parallel resonant circuit
consisting of R-L-C elements shows high impedance and reduces the fault current.

st L. _—
Y'Y Y\ ‘

Dl D2

D3 D4

Fig. 3. Circuit operation in case of fault

III. SIMULATION STUDY

In order to analyze the performance of the bridge-type parallel resonant fault current limiter,
the system is simulated in Simulink environment. Fig. 4 shows the Simulink circuit diagram of
the system. The three-phase system consists of three-phase source, FCL, line impedance, fault
point and load. Current level is used for fault detection in the system. If the absolute current
reaches 500 A instantaneously, it is understood that a short circuit fault occurs in the system
and a signal is sent to the FCL circuit in the relevant phase.
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Fig. 4. Simulink circuit diagram of the system

Fig. 5 shows the Simulink circuit diagram of the FCL circuit used in the simulation. When
fault current is detected in the system, the semiconductor switching element in the FCL circuit
is opened and the high impedance in the relevant phase is activated to reduce the current. The
parameters used in the circuit model created in the simulation of the system are given in
TABLE I. The system to which FCL is applied has a frequency of 50 Hz and the values of L
and C elements used in the FCL circuit are determined according to (1). In case of failure,
oscillation occurs in the current with the activation of the parallel resonant circuit. Rsx resistor
is used to suppress this oscillation.

W R

Fig. 5.FCL simulink circuit diagram

TABLE 1

SYSTEM PARAMETERS
Sym Quantity Value
Lac dc side inductance 0.01 H
Lsh resonance inductance 0.068 H
Csn  resonance capacitor 150 uF
Rsn resonance resistance 16 Q
Rioaa  load resistance 15Q
Lioaa  load inductance 0.1H
R network resistance 1Q
Ls network inductance 001 H
Rine  line resistance 2Q
Liine  line inductance 0.01 H
Ry fault resistance 0.1 Q

40



4" Global Conference on Engineering Research (GLOBCER '24)

b

Jic (M

In order to determine the performance of the investigated FCL circuit, five different fault
types are used. Fig. 6- Fig. 10 shows the grid currents during fault conditions. Fig. 6- Fig. 8
shows the currents in fault conditions occurring between phase and ground. When TABLE 11,
which shows the highest current value in the transient state at the time of failure, is examined,
the maximum value of the current increases up to 599 A in the event of a fault (PG) between
phase-A and ground. In case of a fault occurring between phase-A and phase-B and ground
(PPG), itis 620 A. In the case of an inter-phase short circuit (PP) between phase-A and phase-
B, the current is 736 A, while in the case of a short circuit between three phases (PPP), the
current is 714 A. With the use of FCL, the current reduction rate in the current value is 78.57%,
77.83%, 77.83%, 77.83%, 68.89% and 74.47%, respectively, as shown in the table. In this case,
the largest reduction is realized in the PG case. TABLE III shows the values and rates of change
of the currents without FCL and with FCL at steady-state in case of fault. In case of PP fault,
the current decreased from 2030 A to 373.1 A with the lowest rate of change of 91.62%. In
other cases, the currents decreased from approximately 2330 A to 391 A, a change of 83.2%.
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Fig. 6. Three-phase grid current variation in case of PG fault
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Fig. 7. Three-phase grid current variation in case of PPG fault
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Fig. 9. Three-phase grid current variation in case of PP fault
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Fig. 10. Three-phase grid current variation in case of PPP fault
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TABLE II
MAXIMUM CURRENT VALUES IN TRANSIENT
FAULT TYPE CURRENT WITHOUT  CURRENT WITH FCL  RATE OF CHANGE
FCL
PG 2,796 A 599.24 A 78.57%
PPG 2,800 A 620.78 A 77.83%
PPPG 2,800 A 620.90 A 77.83%
PP 2,368 A 736.66 A 68.89%
PPP 2,800 A 714.76 A 74.47%
TABLE III
MAXIMUM CURRENT VALUES IN STEADY-STATE
FAULT TYPE CURRENT WITHOUT  CURRENT WITH FCL  RATE OF CHANGE
FCL
PG 2,329 A 391 4 A 83.19%
PPG 2,329 A 3914 A 83.19%
PPPG 2,330A 3915A 83.20%
PP 2,030 A 373.1A 81.62%
PPP 2,330 A 391.1A 83.21%

The R resistor in the FCL resonance circuit is used to suppress the oscillation during
resonance. Although the value of this resistance affects the damping amount, it also affects the
PCC voltage value because it changes the current drawn from the grid at the time of the fault.
TABLE IV shows the effective values of the PCC voltage depending on the Rs» resistance and
the change rates compared to the nominal operation. If the resistance is 20 €, the PCC voltage
at the fault moment and at the nominal operating moment remains constant. Fig. 11 shows the
change in the rms value of the PPC voltage in case of PPP fault. Although the voltage value
changes due to the oscillation at the time of the fault, the voltage value in steady state returns
to its pre-fault value. Thus, other loads fed from the point of common are not affected by the
situation. Therefore, when determining the value of this resistance, its effect on voltage as well
as resonance damping should be taken into account.

TABLE IV
PCC VOLTAGE DUE TO FCL RESISTANCE
FCL RESISTOR PCC VOLTAGE NOMINAL PCC RATE OF CHANGE
(Rsw) (Vece) VOLTAGE
10 11.06192 10.64507 3.92%
13 10.91032 10.64507 2.49%
16 10.78277 10.64507 1.29%
20 10.64923 10.64507 0.04%
25 10.52971 10.64507 -1.08%
30 10.44743 10.64507 -1.86%
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IV. CONCLUSION

In this study, the performance of bridge type parallel resonance power electronics based FCL,
which is one of the fault current limiters used to suppress the fault current in case of short
circuit faults occurring in electrical networks, is examined in different short circuit situations.
In the simulation study conducted in the Simulink, FCL performance is examined for phase-
to-ground, two-phase-to-ground, three-phase-to-ground, phase-to-phase and three-phase short
circuit faults. According to the results obtained, in the absence of FCL in these fault types, the
highest temporary fault current was 2,800 A in PPG, PPPG and PPP fault cases, while the
lowest fault current was 2,368 A in the PP fault case. In case of PG fault, the current reached
2,796 A. In case of using bridge type parallel resonance FCL examined in the study, a decrease
of up to 78.57% is achieved in these fault current values. When the steady state values of the
current are examined, the fault currents at 2,030 A and 2,330 A are reduced to 373.1 A and
391.4 A, and 81.62% and 83.2% change rates are obtained. In addition, the effect of the value
of the damping resistor in the FCL circuit on the PCC voltage was examined, and it is seen that
in this system, at a resistance value of 20 Q, the value of the PCC voltage after the fault is the
same as before the fault. Depending on the value of the resistance, there is an increase and
decrease in voltage and this should be taken into account in the design. These results show that
the bridge-type parallel resonant FCL circuit is an effective method against short circuit faults.
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Abstract: Water resources are facing a significant global crisis due to rapid population growth,
industrialization, urbanization, and the pressures of climate change. The sustainable
management of these resources is crucial to addressing this crisis and ensuring future water
security. This study provides an in-depth analysis of the strategies proposed for the sustainable
management of water resources, the challenges faced in this context, and the opportunities that
can be leveraged to overcome these challenges. Integrated Water Resources Management
(IWRM) and watershed management approaches are highlighted as critical tools for ensuring
the equitable and balanced management of water resources. These approaches aim to safeguard
both the quantity and quality of water while ensuring the sustainability of ecosystem services.
Additionally, the integration of innovative technologies in water management, from advanced
monitoring systems to the reuse of wastewater, offers a wide range of solutions that promote
the efficient use of water. This study also examines the major challenges encountered in water
management. Climate change has induced significant alterations in the water cycle, leading to
issues such as droughts, floods, and severe degradation of water quality. In this context, the
development and implementation of climate adaptation strategies are essential for the
protection of water resources. Furthermore, enhancing institutional cooperation and public
participation in water management is crucial for the effective implementation of policies.
Finally, this study presents strategic recommendations based on successful case studies and
key findings from the literature on sustainable water resource management. The protection,
efficient use, and sustainable management of water resources are fundamental to securing a
reliable water supply for future generations. In this regard, the development of new policies
and strategies in water management is seen as a vital step towards resolving the water crisis.

Keywords: Sustainable water management, IWRM, Innovative water technologies, Watershed
management, Water security

I. INTRODUCTION

Water resources are facing unprecedented pressures globally due to rapid population
growth, urbanization, industrialization, and the intensifying effects of climate change. As the
demand for water continues to rise, the availability and quality of freshwater are becoming
increasingly uncertain, leading to significant challenges in water security. These challenges are
compounded by the degradation of ecosystems, inefficient water use, and insufficient
governance structures that fail to address the complexities of water management in a holistic
manner [1-2].

In this context, the sustainable management of water resources has emerged as a critical
priority for both policymakers and practitioners. Ensuring a balance between water use and
ecosystem preservation, while meeting the needs of present and future generations, requires
innovative strategies and collaborative efforts across sectors [3]. Integrated Water Resources
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Management (IWRM) and watershed management approaches offer comprehensive
frameworks for addressing these challenges, emphasizing equitable distribution, efficient use,
and long-term sustainability [4].

This paper provides an in-depth analysis of sustainable water management strategies, the
challenges posed by current environmental and socio-economic conditions, and the
opportunities for leveraging new technologies and practices. Furthermore, it explores the role
of institutional cooperation and public participation in enhancing water governance and policy
implementation [5]. Through the review of successful case studies and literature, this study
offers key recommendations for developing resilient water management policies that address
both immediate needs and long-term sustainability goals.

II. GLOBAL WATER CRISES: CAUSES AND IMPLICATIONS

The global water crisis is driven by a combination of factors, including rapid population
growth, urbanization, industrialization, and the increasing impacts of climate change. The
world's population is expected to reach 9.7 billion by 2050, significantly increasing the demand
for water in agriculture, industry, and domestic use [6]. Urbanization, particularly in
developing countries, intensifies the pressure on local water supplies, as cities require vast
amounts of water to sustain their populations. Additionally, industrial processes continue to
consume and pollute significant water resources, exacerbating water shortages and quality
degradation [7]. Climate change further complicates this scenario by altering precipitation
patterns, reducing snowpack in critical regions, and intensifying the frequency and severity of
droughts and floods. These changes not only disrupt water availability but also affect the
quality of water resources, as increased flooding can lead to contamination of water supplies
and damage to water infrastructure. The implications of this crisis are profound, affecting food
security, economic development, and public health across the globe.

III. SUSTAINABLE WATER RESOURCE MANAGEMENT: THE ROLE OF
INTEGRATED APPROACHES

Sustainable water resource management requires holistic and integrated approaches that
consider the interconnectedness of water systems, ecosystems, and human activity. IWRM is
one such approach that has gained significant traction in recent years. IWRM promotes the
coordinated development and management of water, land, and related resources to maximize
economic and social welfare without compromising the sustainability of vital ecosystems [8].

Watershed management, as a subset of IWRM, focuses on managing water resources within
a defined watershed, ensuring that water use within the boundaries is sustainable and that
ecosystems are preserved. This approach is particularly effective in regions facing water stress,
as it helps allocate water equitably among various users while maintaining ecosystem services.
Watershed management also encourages local stakeholders' involvement, ensuring that water
management policies reflect the needs and priorities of the communities most affected by water
scarcity [9].

IV. TECHNOLOGICAL INNOVATIONS IN WATER MANAGEMENT

One of the most promising aspects of modern water resource management is the application
of advanced technologies to improve water efficiency, monitoring, and quality control.
Emerging technologies, such as smart water meters, remote sensing, and real-time water
quality monitoring systems, allow for more accurate data collection and decision-making in
water management [10]. These tools help water managers optimize water distribution and
usage, reducing waste and improving overall efficiency.

Additionally, the reuse of wastewater has become a critical component of sustainable water
management. Wastewater treatment technologies allow for the recovery of clean water from
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industrial, agricultural, and municipal waste streams, reducing the strain on freshwater sources.
This circular approach to water uses not only extends the life cycle of water but also mitigates
environmental impacts associated with wastewater discharge into natural water bodies.

V. CLIMATE CHANGE ADAPTATION IN WATER RESOURCE MANAGEMENT

Climate change is one of the greatest threats to water security, and adapting to its impacts is
essential for ensuring sustainable water management. Climate adaptation strategies in water
management focus on building resilience to changing precipitation patterns, reducing the risks
of extreme weather events, and improving the flexibility of water supply systems [11]. For
example, investments in water storage infrastructure, such as reservoirs and aquifers, can help
mitigate the impacts of drought by providing reliable water supplies during dry periods.

Moreover, improving the efficiency of water use through the adoption of water-saving
technologies and practices is critical in regions experiencing increasing water scarcity.
Governments and water management institutions must prioritize the development of climate-
resilient policies that account for future uncertainties, ensuring that water resources are
managed in a way that anticipates and responds to the evolving challenges posed by climate
change [12].

VI. INSTITUTIONAL COOPERATION AND PUBLIC PARTICIPATION IN WATER
GOVERNANCE

Effective water management requires more than just technological solutions; it demands
strong institutional cooperation and public participation. The fragmented nature of water
governance, where different agencies and levels of government are responsible for various
aspects of water management, often leads to inefficiencies and conflicts [13]. To address this,
stronger coordination between institutions is essential to ensure that water policies are
implemented effectively and equitably.

Public participation is another key element in achieving sustainable water management.
Engaging local communities in decision-making processes fosters a sense of ownership and
responsibility, leading to better compliance with water conservation measures. Public
awareness campaigns and education programs also play a vital role in promoting water-saving
behaviors and reducing water waste at the household and community levels [14].

VII. STRATEGIC POLICY RECOMMENDATIONS FOR SUSTAINABLE WATER
MANAGEMENT

Based on successful case studies and the latest research, several strategic policy
recommendations can be made to enhance the sustainable management of water resources.
First, governments should prioritize the development of comprehensive water management
policies that integrate environmental, social, and economic objectives [15]. These policies
should focus on water conservation, improving infrastructure for water delivery, and protecting
ecosystems that provide essential water services.

Second, investments in new water technologies should be promoted to improve water
efficiency and management practices. This includes supporting research and development of
innovations in water reuse, desalination, and advanced monitoring systems [3]. Finally,
fostering institutional cooperation and ensuring that all stakeholders, including local
communities, are involved in the water management process is crucial for the long-term
sustainability of water resources [1].

VIII. CONCLUSION

The sustainable management of water resources is a pressing global challenge, driven by
factors such as rapid population growth, industrialization, urbanization, and the increasingly
severe impacts of climate change. This study has highlighted the importance of integrated
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approaches, particularly IWRM and watershed management, as effective frameworks for
addressing the complex demands on water resources. These approaches ensure not only the
equitable distribution of water but also the preservation of critical ecosystem services, which
are essential for long-term water security.

Technological innovations in water management, including advanced monitoring systems
and wastewater reuse technologies, offer promising solutions for improving water efficiency
and ensuring that limited freshwater resources are used sustainably. However, the challenges
posed by climate change, such as more frequent droughts, floods, and water quality
degradation, necessitate the adoption of climate adaptation strategies that enhance the
resilience of water management systems.

Institutional cooperation and public participation are critical for the successful
implementation of water management policies. Engaging communities and fostering
collaboration among institutions ensure that policies are more effectively executed and that
water resources are managed in a way that meets the needs of all stakeholders.

In conclusion, securing a reliable water supply for future generations requires the protection,
efficient use, and sustainable management of water resources. This study emphasizes the need
for comprehensive policy development, technological innovation, and stronger governance
frameworks to address the ongoing water crisis. By adopting integrated strategies and fostering
collaborative efforts, the path toward resolving the water crisis and ensuring water security for
future generations becomes attainable.
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Abstract: Classification of brain tumors with good prediction accuracy is important for the
treatment of patients. In this article, a comprehensive analysis is performed to determine
whether the tumor is Glioma, Meningioma or Pituitary tumor type in brain MRI images. In the
proposed project, tumor types will be analyzed by making necessary applications in terms of
image processing and machine learning. Initially, pre-processing analysis is performed to
improve the quality of MRI images and increase the accuracy of subsequent stages, and then
the tumor parts of the images were segmented using the segmentations. After that, more than
100 Radiomic features of the images of the tumor area were extracted. Among these extracted
features, 14 features were selected using the Correlation Attribute selection method, then these
features were used to train the computer, and the images were classified using the Support
Vector Machine (SVM) Algorithm. By optimizing this Support Vector Machine (SVM)
Algorithm through the WEKA application, the accuracy rate was increased further. After
classification, the results have shown that it can classify a total of 3064 MRI images into their
own classes with approximately 93% accuracy.

Keywords: Brain Tumor classification, feature extraction, feature selection, image
segmentation

I. INTRODUCTION

The brain is the most important human part in perceiving and reacting to external influences.
It is the most important organ that controls a person’s reactions and provides abilities such as
thinking, feeling and remembering, that is, what makes a person human. Therefore, it is very
important for people to have a healthy brain in order to sustain their lives. However, one of
the biggest threats to the human brain is brain tumors. Brain tumors are caused by cancer cells.
Brain tumor is a dangerous disease that reduces the efficiency of the human nervous system
and causes abnormalities in the control of the immune system. There are generally two types
of brain tumors: malignant and benign. While benign tumors are the type that do not harm them
and can be treated with early diagnosis, malignant tumors are quite dangerous because they
can spread to other cells and cause dangerous, irreversible damage to brain cells.

To be able to detect and analyze the tumors and their characteristics Magnetic Resonance
Imaging (MRI) currently being used. It can sometimes be difficult to detect a brain tumor from
images obtained using MRI technology due to various reasons such as the image being noisy.
For this reason, in the proposed project, a system will be designed to assist doctors and
radiologists by identifying tumor characteristics according to their presence using image
processing and machine learning techniques. Thus, it is aimed to obtain a more accurate
classification.

The chosen brain tumor dataset contains 3064 T1-weighted contrast-enhanced images from
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233 patients with three kinds of brain tumors: meningioma (708 slices), glioma (1426 slices),
and pituitary tumour (930 slices). The images were acquired at Nanfang Hospital, Guangzhou,
China, and General Hospital, Tianjin Medical University, China, from 2005 to 2010 using spin-
echo-weighted images with a 512 x 512 matrix. The pixel dimensions of the images are
0.49%0.49mm?, the slice thickness is 6 mm, the slice gap is 1 mm and the Gd dose was 0.1
mmol/kg at a rate of 2 ml/s [2].

Hence, the fundamental motivation of this study is to detect and classify three different types

of brain.

Pre-processing
Resizing | Skull Removing | Gray Scaling|Filtering

Segmentation
Extracting & Validating ROl || Thresholding Segmentation

Feature Extraction

Radiomic Features

Feature Selection
CfsSubset Classifier Attribute Pituitary

L 4

Classification
Decision Tree | Support Vector Machine (SVM) | BayesNet Classifier | Logistic

L4

Prediction
Glioma I Meningioma Pituitary

Fig. 1. Block Diagram of the Proposed System

II. LITERATURE REVIEW

The detection of brain tumor from MR images was searched by many researchers due to the
significance of the problem. There is much research in the field of breast cancer diagnosis of
ultrasonographic images. Magnetic Resonance Image (MRI) plays a significant role in
diagnostic brain tumor imaging. The manual segmentation for cancer diagnosis of brain tumor
and generation of MRI images in clinical routine is difficult and time-consuming [5]. For that
reason, numerous works have been done on brain tumor classification in recent years. Yang et
al. [3] proposed the CBIR (Content-Based Image Retrieval) method to evaluate a large image
dataset. This method considers the tumor region as a query and tries to find a tumor that has
the same pathological properties. The system used MID (Margin Information Descriptor) as
the feature. It illustrates the image content by using the surrounding tissue of a tumor. Their
proposed system was able to achieve a precision of 89.3%. But the distance metric determined
by their methods is globally linear, and it disappoints to produce many local projections for
separate regions. Furthermore, their system is developed using manual segmentation of the
brain tumor. Furthermore, P. Gamage (2017) determined a brain tumor with the help of various
image processing techniques. The objectives of medical image processing are to determine
efficient and correct information about using images with minimum errors. MRI is used to get
the images of cancerous tissue of the human body due to its better quality and high resolution
as compared to some other imaging technologies. To take the image of a brain tumor by MRI
image is difficult due to the complexity of the brain. MRI images are used for processing and
to segment the brain tumor. Tumor can be segmented by using techniques of image
segmentation. The process of determining brain tumor by using MRI images can be divided
into four categories such as image classification, preprocessing, feature extraction and image
segmentation [5]. Recent studies have highlighted the significance of deep feature extraction
and classification in brain MR images. Machine learning algorithms have the advantage of
directly learning representative features from images.
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III. METHODOLOGY

For extracting the features from the images, a few important steps and processes need to be
executed in rightly analyzing the machine learning project. Initially, the images are resized to
achieve consistency in the size. Then, the images are converted to grayscale to facilitate the
operations on the grayscale representation. Sharpening operations are applied to the images to
enhance the overall sharpness and to emphasize the edge information. Median filtering
technique also provides the controlled blur and reduces the noise. This method also preserves
the parts of edges. Contrast-limited adaptive histogram equalization (CLAHE) is applied to
enhance the contrast and highlight the differences between black and white regions. However,
there exist possibilities that the processes will introduce the data loss and artifacts. To address
this, the linked component technique is used to accurately remove the distractors and to detect
the breast region. The Region of Interest (ROI) is extracted, and the masking operations are
performed. The ROI-specific features are obtained after discarding the unnecessary parts of the
picture. Gray Level Co-occurrence Matrix (GLCM), Gray Level Size Zone Matrix (GLSZM),
Gray Level Run Length Matrix (GLRLM), shape-based features and first-order statistical
features are some of the features that can be extracted using the radiomic packages. It must be
noted that the feature selection is important as not all the characteristics extracted from the
Radiomic matrices are relevant. The most relevant characteristics from the extracted set are
selected using different techniques, such as feature selection algorithms. Finally, the
investigation is carried out in the detailed modelling phase.

A. Pre-Processing

Preprocessing of images is crucial for subsequent tasks such as ROI extraction and feature
extraction. By applying preprocessing steps, images become suitable for masking and ROI
extraction. In the images of Glioma Pituitary and Meningioma tumors, which are 3 different
tumor types in the data set, both the location of the tumors is different, and the MRI images are
taken from different angles. This situation has increased the importance of the operations to be
performed in pre-processing. To overcome these differences in the data set, the images were
transferred to the MATLAB environment and the following methods were applied respectively.
First, the images were converted to grayscale (Fig 2). Grayscale images occupy less space and
make subsequent calculations simpler, reducing the processing time. Performing these
operations does not affect the picture and the next steps because the picture is already gray. In
addition, the images will already be binarized in the final stages of pre-processing. After this
process, Skull Removing was applied to the images (Fig 3.a). The purpose of this process is to
get rid of unnecessary areas in the image. In MRI images, pixels in the skull parts have high
intensity values. Getting rid of these pixels also increases the efficiency in the segmentation
section. After this step, the images were resized (Fig 3.b). The purpose of resizing is to facilitate
future processes and increase processing speed by reducing the size of the image. Then, median
filter was applied to the images. (Fig 4.a). The main reason for this is that the median filter
filters out the noise in the image while preserving the details and edges in the image. This filter
was chosen because tumors often have distinct edges. CLAHE (contrast limited adaptive
histogram equalization) was used as the last step of pre-processing. (Fig 4.b). The reason for
this is to make the details more visible by improving the contrast of the picture. At the same
time, CLAHE divides the image into small blocks and applies histogram equalization
separately, which gives homogeneity to the image. As a result of the difficulty in selecting
some tumors in the data set, it was decided to use this method.
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Fig 2, a. Original Dataset Image (left), b. Grayscale converted Image (right)

Fig 4, a. Median Filtered Image (left), b. CLAHE Applied Image (right)

B. Extraction of ROI

In this study, thresholding segmentation was used to extract ROI to accurately segment three
different brain tumors. Thresholding segmentation is a basic image processing technique that
distinguishes objects in the image based on their intensity values. Since the pixel intensity
values of the tumors in the images are generally high, above-average threshold values were
determined and the tumor areas were extracted, and the surrounding brain tissue was isolated.
This method enabled the identification and demarcation of tumors based on their unique
density characteristics. The use of thresholding, accuracy and reliability of the segmentation
process were ensured by comparing the mask images in the data set with our own segmented
image (Fig 5). How the comparison is done; Mismatched pixel positions were determined by
overlapping the two existing mask images (Fig 6). These non-matching pixels are marked in
red. In addition, the percentage of matching parts was calculated, and a 98% match was
observed.

Fig 5, Data set mask (left), Result of Thresholding Segmentation (right)
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Fig 6, Overlayed and Zoomed Image (left), Unmatched pixels highlighted with red (right)
C. Feature Extraction

Radiomic features are features that provide important quantitative information about disease
diagnosis, prognosis and treatment processes with data obtained from medical images. In this
project, the radiomic feature extraction method was applied as the feature extraction method.
More than 100 features from 7 headings of Radiomic features were calculated using MATLAB
with feature formulas and built-in functions, and an Excel file was printed. The names of these
titles are: First Order Statistics, Shape-based (2D), Gray Leve Co-occurrence Matrix (GLCM),
Gray Level Run Length Matrix (GLRLM), Gray Level Size Zone Matrix (GLSZM), Gray
Level Dependence Matrix (GLDM). Small Area Low Gray Level Emphasis (SALGLE) [4].

First Order Statistics analyzes pixel intensities and distribution in images. These features are
based on the histogram of each pixel value. Provides general information about textures in
images. Median, variance, standard deviation, energy, and entropy can be given as examples
of major first order features.

Shape-based (2D) features analyze the geometric and morphological features of the tumor
region in the ROI in the images. Examples include Mesh Surface, Pixel Surface, Perimeter,
Sphericity, Elongation, Major Axis Length.

Gray Level Co-occurrence Matrix (GLCM) analyzes the gray level relationships between
pixels in an image with a given distance and direction. It is important in extracting textural
features. Defines the characteristics of patterns and textures. Examples include Joint Average,
Cluster Shade, Correlation, Difference Entropy. Gray Level Size Zone Matrix (GLSZM)
analyzes the sizes of pixel regions that are at the same gray level in an image. It characterizes
the textural structures and size distribution of homogeneous regions in images. Examples are
Small Area Emphasis, Zone Variance, Zone Entropy, Small Area Low Gray Level Emphasis
(SALGLE). Gray Level Run Length Matrix (GLRLM) focuses on the lengths of consecutive
pixels at the same gray level. It is also used in the characterization of homogeneous regions
and textural structures in the image. Examples include Short Run Emphasis, Long Run
Emphasis, Run Length Non-Uniformity, Run Percentage. Gray Level Dependence Matrix
(GLDM)

It measures the dependence between the gray level in a pixel and the gray level of
neighboring pixels. It provides information about textural adherence and homogeneity from
the picture. Small Dependence Emphasis, Large Dependence Emphasis, and Gray Level Non-
Uniformity can be given as examples. Neighboring Gray Tone Difference Matrix (NGTDM)
controls the gray tone differences of pixels in an image with neighboring pixels. These features
determine textural patterns and local contrasts in the image. It calculates the gray tone
differences between neighboring pixels and extracts statistical features. Examples include
Busyness, Complexity, Strength, and Coarseness.

D. Feature Selection

The literature has a variety of feature selection methods, but not every one of them is
appropriate for selection in terms of model accuracy and precision. The accuracy of these
selection methods may vary from data set to data set, so the selection method that is most
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suitable for the data set to be processed should be chosen. While feature selection was
implemented through the Weka application, after research, it was decided that the CfsSubset,
Classifier Attribute and Correlation Attribute selection methods were suitable for the selected
data set.

Correlation Attribute selection method is directly measuring the first-order relationship to
the class. Helps eliminate unnecessary features by identifying highly correlated features and
finally reduces the complexity of the model and increases performance of the model. The
working principle of the Correlation Feature selection method is that it first calculates the
correlation of each feature with the class, then selects the features with high correlation and
finally deletes unnecessary features as expressed in figure 7.

All Features

Feature Selection

00 o

Last Features

Fig. 7. Feature Selection Visualization

After all these processes, 14 features were selected among more than 100 extracted features.
Below, the extracted features used for the proposed project [4].

1. Large Area Low Gray Level Emphasis (LALGLE)
2. Long Run Low Gray Level Emphasis (LRLGLE)
3. Energy

4. Complexity

5. Low Gray Level Zone Emphasis (LGLZE)

6. Autocorrelation

7. Low Gray Level Run Emphasis (LGLRE)

8. Small Dependence Emphasis (SDE)

9. Low Gray Level Emphasis (LGLE)

10. Contrast

11. Cluster Shade

12. Mean

13. Total Energy

14. 90th percentile

E. Classification

In machine learning, classification is a form of supervised learning where an algorithm is
trained on data with labels for each input. During the training phase, the classifier understands
how the features, extracted from the MRI images, are related to the labels. After the training
the classifier, it can predict the label of new, unseen MRI images based on their features. This
prediction process assists in automating and enhancing the precision of diagnoses. Evaluating
and comparing performance of classifier can be done by using a variety of classifiers, such as
decision tree, support vector machine or neural network. It is critical to choose the classifier
with the highest performance metrics includes accuracy, precision, recall and F1 score. Thus,
the system can guarantee a strong and reliable model which improves the diagnostic process
and possibly results in better patient outcomes.

In the proposed system, classification is a crucial step to automatically classify MRI images
into specific categories which are glioma, meningioma, and pituitary tumor types. In this work,
python was mostly utilized for the classification step. In addition, WEKA was used to compare
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the results obtained from python and to be sure about the results. After selecting the features
from WEKA by using correlation attribute function, different classifiers were implemented in
python to classify three tumor types based on the selected features. The implemented classifiers
are Logistic Regression classifier, Support Vector Machine (SVM), Decision Tree, K-Nearest
— Neighbours (K-NN) and Bayesian Network. The main purpose of using different types of
classification algorithms is to observe their performance and select the classifier with the best
performance because the performance of these algorithms can vary from dataset to dataset. It
is essential to describe the classifiers briefly to give basic ideas.

Decision tree is an algorithm for supervised machine learning that constructs tree-like
models. It categorizes information into more and more specific groups: from "tree trunk," to
"branches," to "leaves." It utilizes the if-then principle from math to generate sub-groups that
fit within larger categories and enables accurate, organic classification [1].

The k-Nearest Neighbors (k-NN) algorithm is a technique in pattern recognition that saves
and understands training data by assessing their relationships to other data points in an n-
dimensional space. K-NN seeks to identify the k most similar data points in upcoming,
unfamiliar data. In text analysis, k-NN assigns a specific word or phrase to a specific category
by determining its closest neighbor, with the value of k determined by a majority vote of
neighboring words. If k equals 1, it will be categorized into the class closest to 1 [1].

Support Vector Machines (SVM) are strong and efficient machine learning algorithms that
convert your data into a linear decision space. The algorithm finds the best hyperplane in the
linear decision space to divide your training data into various categories like meningioma or
glioma. SVM excels at distinguishing things that are closely related. For example, all the
instances within one category could be alike, whereas some instances in another category could
be quite dissimilar. This makes it perfect for classification tasks that are easily separable with
a linear boundary, which is not applicable to all classification tasks [1]

Logistic regression is essentially an expanded version of linear regression that permits the
handling of classes. This is done by categorizing forecasts into a specific group using a certain
probability limit. It is used for binary classification where sigmoid function is used, that takes
input as independent variables and produces a probability value between 0 and 1. For that
reason, logistic regression is not an appropriate classifier for this system [1].

Naive Bayes classifiers are a type of linear classifiers that assume a feature's value is
unrelated to the value of any other feature. This implies that Bayes' theorem can be used to
determine the likelihood of a specific label based on our data by examining each feature
separately, without taking into account potential interactions between features. Naive Bayes
classifiers are commonly utilized in text categorization due to the straightforward nature of
calculating probabilities based on frequencies, and text usually contains a high volume of
features (such as individual word tokens). They are also commonly used in identifying spam,
as they can handle the complexity of email data without causing overfitting [1].

These classifiers were applied one by one on selected features in python. After application,
these classifiers were again optimized in python. The reason for the optimization is to clearly
see the classifier that gives the highest performance. For example, before optimization the
decision tree may give a higher accuracy rate, whereas after optimization the highest
performing classifier may be SVM. The performance evaluation includes accuracy, recall,
precision and F1 score. Before providing the classifier results, it is beneficial to get an idea
about these metrices. [1]

Accuracy evaluates the accuracy of the model by calculating the percentage of accurate
predictions made throughout the dataset. It is determined by dividing the total of true positives
(TP) and true negatives (TN) by the overall sample size.

TP+TN
Acc = —— (1
TP+TN+FP+FN
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Precision evaluates the ratio of accurate positive predictions to all positive predictions
generated by the model. It is determined by dividing TP by the sum of TP and false positives

(FP).
TP

TP+FP

Precision = (2)
Recall, also known as sensitivity, calculates the ratio of correct positive predictions out of
all positive instances. The calculation is based on TP divided by the sum of TP and false

negatives (FN).
TP

TP+FN

Recall = 3)
The F1 Score is a measurement that weighs both precision and recall equally. It is determined
by taking the harmonic mean of precision and recall. The F1 Score is beneficial when aiming
for a combination of high precision and high recall, as it punishes very low values of both
aspects.
PrecisionxRecall

F1 Score =2 X (4)

Precision+Recall

In addition, training sets and test sets distributed with different percentages were used to
obtain better performance metrics. In the results obtained, it was seen that the percentage split
with 33% test set gave better performance, and the classification and optimization processes
were applied according to this distribution.

F. Validation

In machine learning, merely training the model on the data is not enough to ensure accurate
results on real-world data. It is essential to verify that the model has correctly grasped the
patterns from the data and is not overfitting with excessive noise. The cross-validation
technique is utilized in order to accomplish this in this study. K-fold cross validation and leave-
one-out (LOOCV) were utilized and compared with each other to test the model and prevent
overfitting. For the K-fold cross validation, different number of folds were tried to observe the
effect of the number of folds on the performance of the classifier.

K-fold cross validation is a method utilized in machine learning for assessing how well a
model performs on data it has not been trained on. This process includes separating the data
into different sections or subsets, selecting one of these sections as a validation set, and training
the model on the rest of the sections. This procedure is carried out several times, with a new
fold being used as the validation set each time. Ultimately, the outcomes from every validation
stage are combined to create a stronger evaluation of the model's performance. For example,
number of folds (K) is chosen 10 for the figure 5.1. Thus, the dataset divided into 10 subsets,
10 iterations has been created and, in each iteration, there are 9 training set folds one 1 test fold
as visualized in Figure 5.1. Each subset has the chance of becoming test fold for K-fold cross
validation.

Training set ‘

Training folds Test fold

I 1

1% iteration I ’ I [ | ] I I = EI

27 iteration I I ‘ | l ‘ ‘ I -:I = Ez ]_i
l E=—)F

v (T T T T T T W] =6 |

10" iteration - I | | ‘ | | ‘ ‘ = Em

Fig.8. Visualization of 10-fold Cross Validation
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For LOOCYV cross validation method, it is performed training on the whole dataset but leaves
only one data-point of the available dataset and then iterates for each data-point. In LOOCV,
the model is trained on n-1 samples and tested on the one omitted sample, repeating this
process for each data point in the dataset. It has some advantages as well as disadvantages also.
An advantage of using this method is that we make use of all data points and hence it is low
bias. The major drawback of this method is that it leads to higher variation in the testing model
as it is testing against one data point. If the data point is an outlier it can lead to higher variation.
Another drawback is it takes a lot of execution time as it iterates over ‘the number of data
points’ times. It can be expressed that LOOCYV is the extreme version of K-fold cross validation

[6].

Dataset
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LOOCV: Leave One Out Cross Validation
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Fig.9. Visualization of LOOCV

IV. RESULTS

As a result, the images were processed as explained in the methodology. Before the feature
extraction, pre-processing as resizing, grayscale conversion, skull removing, median filtering,
and contrast limited adaptive histogram equalization (CLAHE) were successfully implemented
on most of the images. Thanks to the pre-processing in MATLAB, the masks of the images
were generated, and ROIs were extracted by using thresholding segmentation. However, there
are visual problems on some of the images especially meningioma and pituitary tumor types,
such that the masking could not detect the tumor region properly, and those images are not
proper for further process which is ROI. During the pre-processing and extraction of ROI, the
reason for getting along with MATLAB and not Python is that in the image processing side is
having more experiences in MATLAB.

In the feature extraction part, radiomic features were extracted by using MATLAB-based
feature extraction. There are more than 100 radiomic features extracted from ROI of the MR
images via MATLAB. Among these features, the most outstanding features for classification
were selected in WEKA by using correlation attribute. After the feature selection, classification
step was implemented in python for five different classifiers to compare their performances.
To choose the most appropriate one among selection methods, each of them was applied to the
extracted features separately and Accuracy values were obtained as seen in table 1. Based on
these accuracy values, the Correlation Attribute selection method was chosen.

Also, the performance of the classifiers was observed before the optimization and after the
optimization. The results given are obtained from 33% test set and 66% training set percentage
split.

As can be seen in table 2, decision tree has the best performance with the accuracy rate of
0.8711. In this case, it can be chosen as model classifier for further processing. However, it is
crucial to optimize the whole classifier before choosing one of them.
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Classifiers S;I:tf;c;n Precision Recall F- Measure Accuracy
e Decisn 0.866 0.866 0.866 0.848
Tree)
SMO (Support
Vector CfsSubset 0.876 0.874 0.875 0.874
Machine)
BayesNet 0.822 0.825 0.823 0.826
Logistic 0.898 0.898 0.895 0.896
448 (Decision 0.867 0.867 0.867 0.848
Tree)
SMO (Support
Vector Classifier 0.873 0.872 0.872 0.872
Machine) Attribute
BayesNet 0.824 0.827 0.825 0.828
Logistic 0.899 0.899 0.899 0.896
448 (Decision 0.91 0.91 0.91 0.9097
Tree)
SMO (Support
Vector Correlation 0.902 0.902 0.902 0.9027
Machine) Attribute
BayesNet 0.847 0.850 0.846 0.85101
Logistic 0.905 0.905 0.905 0.9078

Table 1. Selection Techniques Comparison Table

RESULTS

Accuracy Precision Recall F1 Score
Logistic 0.464 0.154 0.333 0.211
Regression
Support 0.768 0.522 0.666 0.574
Vector
Machine
Decision 0.8711 0.836 0.837 0.836
Tree
K Neighbors 0.836 0.796 0.784 0.785
Classifier
BayesNet 0.784 0.736 0.6996 0.6698

Table 2. Performance metrices before the optimization

Accuracy Precision Recall F1 Score
Heristic 0.915 0.895 0.893 0.893
Regression
Support 0.931 0.912 0.915 0.913
Vector
Machine
Decision Tree 0.889 0.859 0.862 0.860
K Neighbors 0.908 0.885 0.882 0.883
Classifier
BayesNet 0.870 0.840 0.840 0.840

Table 3. Performance metrices after the optimization

After the optimization in python, the best performance metrices belongs to the Support
Vector Machine with the accuracy rate of 0.931 as demonstrated in table 3. From this result, it
should be noted the importance of classifier optimization. Moreover, the process implemented
in python was done by using WEKA as well. It also concluded that the best classifier for this
model was SVM. As a result, SVM was chosen as classifier of the proposed model with the
accuracy of 0.931.
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As mentioned before, cross validation must be implemented to prevent the model from
overfitting because training the model on the data is not enough to ensure accurate results on
real-world data. For this purpose, K-fold cross validation with different number of folds was
applied in python

cv cv Ccv cv cv
Accuracy Accuracy Accuracy Accuracy Accuracy
(10-fold) (25-fold) (50-fold) (75-fold) | (100-fold)
Methods
Logistic 0.9013 0.902 0.9042 0.938 0.9028
Regression
Support
Vector 0.914 0.913 0.914 0.916 0.915
Machine
Decision
Tree 0.889 0.891 0.893 0.893 0.897
K
Neighbors 0.899 0.896 0.900 0.899 0.900
Classifier
BayesNet
0.776 0.783 0.783 0.784 0.785

Table 4. K-fold cross validation results

It is concluded that the SVM classifier is the most appropriate algorithm for the model. It
has the best accuracy rate for 75-fold. The validation result shows that SVM algorithm
classifies the tumor types without overfitting.

Accuracy Table Cross Validation Type
Classifiers K-fold Cross Validation LAt
Validation

Logistic 0.901 0.904

Decision Tree 0.889 0.907

SVM 0.914 0.919

K- Nearest 0.889 0.907

BayesNet 0.776 0.78

Table 5. Comparison of K-fold cross validation and LOOCV

The main purpose of implementation of LOOCYV is to observe the difference between K-
fold cross validation and leave -one -out cross validation. The observation is just a small
increase in the LOOCV for the SVM. Also, LOOCYV results verify that the SVM model is
operating without significant overfitting and with a good performance.

For the percentage split, it was mentioned 33/66 percentage split was utilized for all
processes it gives better performance metrices. The result in accuracy for 33/66 percentage was
0.931 and the result in accuracy for 20/80 percentage split was 0.91.

In addition, the ROC curve was plotted using python to show that SVM is a better algorithm
for this model. It is good to have AUC ratio near to 1 because it illustrates the better detection
of the tumor with high true positive rate figure 6. SVM has the highest AUC value with 0.91.
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V. CONCLUSION

This research introduced an uncomplicated approach for categorizing tumor types from brain
MR images. The method outlined in this study is useful for pinpointing tumor areas in MR
images during digital processes. The approach included pre-processing the MR images to
extract the ROI and get the image ready for masking. The region of interest was extracted by
using the masks that were created in MATLAB. After extracting ROI, feature extraction
involves taking out important characteristics from areas of interest following ROI. The features
that were extracted were moved to the Weka software environment where additional tasks such
as selecting features and categorizing them were carried out. After that, python was used for
classification and validation tasks. The K-fold cross validation and leave one out cross
validation (LOOCV) was employed as a model evaluation technique to mimic how the model
will perform on new data samples. The outcomes of the evaluation show that the SVM
algorithm is the most precise in terms of classification results for Correlation Attribute
Selection. The study showed that the proposed method effectively identifies the tumor type,
which is crucial for early detection. This research enhances tumor classification accuracy,
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Fig 11. Finalized confusion matrix of the system
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aiding in the creation of advanced diagnostic tools for brain tumor detection, resulting in better
patient outcomes.
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Abstract: Breast cancer is a dangerous type of cancer that is particularly common in women
and can have fatal consequences. Early diagnosis plays a critical role as the risk of death
increases considerably if it progresses. Ultrasound imaging is used in the detection phase.
The purpose of using this type of imaging is that it gives better outputs according to the
density of the breast tissue and can better select cancerous lesions. Detecting breast cancer in
the early stages with ultrasound reduces the risk of death and allows for healthier conditions.
In the project, tumor classification was tried to be completed by using a dataset containing a
total of 789 images with online ready to use ultrasound breast outputs. The project basically
aims to make breast images more easily processable, region segmentation, feature extraction
from the segmented region and then tumor classification according to the extracted features.
In this context, many features were extracted, especially radiomic features. In addition to
machine learning, ResNet and Fully Connected Feedforward Neural Network deep learning
algorithms were used to further improve the quality of the effect. The correlation-based
feature selection approach used for classification then confirmed that radiomic features can
produce even more accurate and effective results than other features extracted for ultrasound
images. In the light of the results obtained, the highest accuracy rate with machine learning
methods was 98.307% using the Random Forest method, while the Fully Connected Feed
Forward Neural Network method, which deals with complex structures in deep learning,
concluded the project with an accuracy rate of 97.967%.

Keywords: Breast Tumor, Ultrasound Imaging, Early Diagnosis, Radiomic Features,
Classification

I. INTRODUCTION

In the last years of today's world, mankind is in a very serious battle with cancer. Cancer
has become a serious event with a high probability of death. Breast cancer is one of the most
dangerous of these. This type, which especially affects women, poses very serious problems.
Among the main causes of this abnormal growth are unhealthy lifestyle, genetic favorability
and environmental factors. Most cancer-based female deaths occur in patients with breast
cancer. However, in case of early diagnosis, the risk of death is significantly reduced. For this
reason, early diagnosis is especially vital in this type compared to other types. The growth of
the detected cancerous tissues is prevented by various therapeutic methods and the quality of
life is improved by increasing the chance of survival of the patients.

Breast cancer can be examined and investigated in many ways. The most used method is
ultrasound imaging. Behind its widespread use, it also contains various problems. The
measurements obtained can vary greatly depending on the patient's anatomy, the equipment
used and the experience of the experts. Due to these variations, the algorithms developed can
make it difficult to detect very sharp tumors on data sets obtained from people with different
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anatomies. The quality of the elements in the dataset to be processed should be improved first
and learning models with low margin of error and high generalization rate on different
anatomical structures should be used. Another point to note is that tumor structures appearing
on ultrasound images differ quite independently from each other. An illustrative example is
that benign and malignant tumors have similar textural and dimensional characteristics.
Likewise, there are tumors among benign types that appear benign but are malignant. The
most important techniques to eliminate this problem are developing models using deep
learning and neural networks.

In the light of these situations, the publicly available breast cancer dataset will be analyzed,
and appropriate development and algorithms will be developed to address the above
problems as a starting point. The basic principle is to develop a modeling that works in all
disease versions and produces high results.

The main goal of the project is to help the experts working in this field as much as possible
in early diagnosis and correct treatment stages in the light of algorithms that will accurately
classify breast cancer as benign, malignant or non-cancerous based on ultrasound images.
The developed models will be able to overcome the changes in US images and work with
high accuracy in general patient variances and will speed up the process in clinical
processing. As a result of this plot, the early diagnosis stage of individuals with breast cancer
will be realized in the healthiest way and the quality of life will be improved.

II. MATERIALS AND METHODS

In this section, the operations performed on the dataset will be discussed in detail and
explained section by section. The sections will be examined under headings such as pre-
processing, segmentation, feature extraction, feature selection and classification. Residual
Neural Network (ResNet) and Fully Connected Feedforward Neural Networks (FCFNN)
sections will be focused on in depth.

2.1 DATASET

The data used in this study was obtained from the open-source Dataset of Breast

Ultrasound Images with the link address https://doi.org/10.1016/j.dib.2019.104863 by Al-
Dhabyani et al. (2020) was obtained as a result of their studies. There are a total of 780 breast
ultrasound images in this dataset. The patients are between the ages of 25 and 75. There are
487 benign, 210 malignant and 133 normal images in the data set [1].

2.2 LITERATURE REVIEW

As we found in literature, university groups and researchers have various approaches to
enhance the accuracy of cancer detection, especially for breast cancer. Researchers are
providing approaches to the problem by proposing various way to extract the features and
different neural network models to achieve the best accuracy. A specific area of research is
comparing accuracy rates across different datasets, which helps identify the most effective
methods for breast cancer diagnosis. Raino et al. [2] conducted a study focused on this
aspect, examining the precision and reliability of various datasets to better understand which
ones offer the best results. Our dataset is renamed as BC US in article and performance table,
which corresponds to Breast Cancer Ultrasound, and researchers claims that maximum
accuracy is 77.5% percent for the CNN models that used this dataset.

For instance, Zhuang et al. [3] developed an automated system for classifying benign and
malignant breast tumors, achieving a precision rate of 92.86% with a comprehensive
experimental process. Similarly, Eroglu et al. [4] combined features extracted from three
different convolutional neural networks (CNN) in a hybrid structure to identify the optimal
features for distinguishing benign, malignant, and normal breast tumors. The support vector

65



4™ Global Conference on Engineering Research (GLOBCER’24)

machine (SVM) classifier demonstrated the highest accuracy, reaching a remarkable rate of
95.6%. These studies underscore the significant progress in using machine learning to
improve breast cancer diagnosis through ultrasound imaging.

The Ultrasound Breast Cancer dataset has been the focus of numerous research articles.
Tagnamas et al. [5] applied a convolutional neural network (CNN) architecture to this dataset
and achieved an accuracy of 94.02%. Wang et al. [6] introduced a unique multiple-feature
extraction network called MF-Net, with accuracy ranging from 84.29% to 97.32%, depending
on the methods used for benchmarking. These differences in accuracy rates show how
various methods can affect results. This emphasizes the need to try different approaches to
achieve the best ways and accuracy to detect breast cancer.

2.3 PRE-PROCESSING

The dataset of ultrasound images contains images of very different structures. Some images
are in perfect condition, while others are very difficult to analyze without processing.
Therefore, it is necessary to pre-process all the images to cover all of them and bring them to
the most reasonable level of analysis. In this way, all the images will be brought to their best
condition, artifact-like noise and distortions will be removed, and tumor regions will be made
the most prominent. The most important purpose of preprocessing is tumor differentiation,
which, as mentioned before, varies according to anatomy. When the dataset is carefully
examined, there are noisy and distorted structures in some images that are not tumors but
behave like tumors. To develop good machine learning, such problems should be overcome,
and the best forms of the images should be processed. The biggest advantage of
preprocessing is to accurately extract the region of interest in the segmentation part.
Preprocessed images will be quite ready for ROI. As mentioned before, some of the images
have tumor-like regions intertwined, while some images even have abdominal cavity detail.
Even the abdominal cavity has the shape of a tumor in these images, but logically it is not a
tumor. With Preprocess, such problems will be avoided, and more accurate results will be
obtained.

In the first stage of the preprocess, the images were resized. Since each image contains data
from different age groups, the image sizes vary. To avoid any problems in the later stages of
the algorithm, all images were resized. As a result of the first stage, a dataset consisting of
US images with the same dimensions was created. Immediately after resizing, grey scale
operation was performed in MATLAB environment in order to use image processing tools
more easily. All images taken to the workspace were converted to gray level. The gray level
images were made available for thresholding and binarization operations.

After gray level conversion, filters were applied to remove small noise and artifacts in the
images. In the previous stage of noise removal, a Gaussian filter was applied to remove blurs
and to break the artifact effect for further filters. Immediately after the Gaussian filter, the
median filter was applied. With the median filter, images were obtained that were free of
noise and artifacts. These filters were applied sequentially, one after the other, rather than
separately, to further enhance the effect. As a result of the median filter, some parts of the
tumor regions were observed to become blurred and diffuse due to the removal of ultrasound
artifacts. For these reasons, the median output images were immediately subjected to
sharpening.

Sharpening was intended to make the filtered images sharper. The pictures that were
cleaned of noise during the filtering phase were made even sharper and easier to recognize
even by eye. That's the whole point of sharpening. It helps to make sharp transitions and
curvilinear structures even more pronounced and improves processing performance. When
the sharpened images were analyzed, morphological operations were applied for region
extraction, which will be used even more effectively in the next steps. First, erosion was
applied to enlarge the sharpened regions and then opening was applied to make the image
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quality ready for segmentation.

QOriginal Image

Figure 2.1. Filtering Outputs

2.4. SEGMENTATION

It is aimed to segment the images that are brought to the best form to be processed as a
result of preprocessing. Segmentation is the process of identifying the tumor regions on the
original image. Segmentation was achieved by applying multiple sub-stages one after the
other [7]. The preprocessed images were first subjected to thresholding. Thresholding is a
process that distributes according to the pixel values in the image and determines a threshold
value and emphasizes the pixel values above it and reduces the dominance of the pixel values
below it. This is the main purpose of the thresholding process. As mentioned before, some
ultrasound images have distortion due to too much anatomical structure. These distorted
regions will first be tried to be separated from their roughness as much as possible with the
thresholding method. Another purpose of thresholding is to break the dominance of structures
in the images that are not tumors but behave like tumors [8]. For example, in images where
the abdominal cavity is included, the dominance of these cavity structures should be
eliminated.

Thresholding has been used specifically for this purpose. It is well known that benign and
malignant tumor structures cluster in a circular or rounded shape in certain regions. The pixel
density of this clustering is quite high, but structures such as the abdominal and thoracic
cavity are less dark and scattered in US images. Thresholding makes the densest clusters
more prominent and reduces the effect of the remaining clusters that may cause
misclassification [8]. Immediately after the thresholding process was completed, the
complement, i.e. the inverse, of all the images was taken. This makes it easier to compare
with the original masks in the dataset by whitening the tumor regions and blackening the
remaining regions. In this ways, it is possible to determine whether the correct region has been
detected before proceeding to further steps.

After thresholding and complementing, Extraction of connected components was applied.
Extraction of connected components image processing technique is an important method also
used for feature extraction. It deals with the selection of the objects with the largest
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relationship with each other. With the thresholding process, tumor regions were made more
prominent. Extraction of connected components will ensure that these regions are extracted
correctly. Before this, a few preliminary morphological operations have to be performed as in
the preprocess [9]. In the complemented thresholded image, there are inevitably some spots
and unwanted regions. Likewise, some parts of the tumor regions are broken and distorted.
The best way to eliminate these problems is to use morphological operations. The unwanted
small point structures located outside the tumor regions are first reduced and destroyed by the
erosion process. Then, the structural defects in the tumor regions were solved with the
dilation method and the tumor regions were made in the best harmony with each other.

The code logic tries to detect the largest and most interconnected region of the tumor or
non-tumor image given as input, which is round or round-like. In this sequence of events, the
tumor region is subtracted from the original image [7]. The images that were optimized as a
result of morphological operations were linked to the Extraction of connected components
event. In this command, cc2bw, available under the image processing toolbox of MATLAB
version 2024, on further optimization, provides line-connected component extraction such
that the best result can be obtained. The code logic tries to detect the largest and most
interconnected region of the tumor or non-tumor image given as input, which is round or
round-like. In this sequence of events, the tumor region is subtracted from the original image.

Comparing the ROI found by image processing algorithms and the ready-made mask data
in the dataset itself, the results show a high degree of similarity [9]. As an example, a benign
tumor was analyzed. A benign tumor is a benign tumor whose distribution is not random but
evenly distributed compared to malignant tumors. This is the type where the cc2bw
connected components decomposition is the best. Considering the ready-made mask and the
output of the algorithm, the results are almost identical, and we conclude that the algorithm
works correctly.

The last step is to overlay the ROI obtained by image processing techniques on the original
image. For this case, the ROI extracted image is multiplied with the original image. As a
result of the multiplication process, tumor regions are marked on the original images for both
malignant and benign tumor images. The images leave only the marked tumor region in its
original state, while the remaining parts are completely black.

Original Image Thresholded and Dilated Image
100
200
wo| @l |
4001 s
: . = 500{.. 3%  +tmr
200 400 600 200 400 600

Complemented Image Tumor boundary

200 400 600 200 400 600
Circular extraction Tumor Highlighted on Original Image
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Figure 2.2. Image processing outputs
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2.5. FEATURE EXTRACTION

In recent years, the diagnosis of disease and the design of the necessary treatment plan has
focused significantly on medical imaging. The most widely used method is ultrasound
imaging. In order to extract the necessary features from the acquired images, objective
analysis methods with high reproducibility and independence from human observation are
tried to be obtained. The best way to accomplish this is feature extraction. Feature extraction
is a measure of extracting distinctive segments of data from images in the most meaningful
way [10]. The main goal is to arrive at small data sets that can make the images more
navigable and the classification more useful and effective in the diagnostic phase. All
discriminative factors such as patterns, textures, etc. are taken as input for further analysis
methods. These features, which play a key role in important stages such as classification and
segmentation, contain statistical, textural or subjective advance level information.

Ultrasound images are by their very nature the most difficult group of images to process and
classify. The most difficult requirement is the sharp extraction of the right features.
Therefore, radiomic features are most commonly extracted on the basis of accurate results.
Radiomic features extract quantitative features from the data for -classification
characterization [11]. They are especially important in cancer status as they carry information
about tumor distribution homogeneity, heterogeneity and microenvironment. The extraction
of radiomic features ensures homogeneity by eliminating the different effects of the patient's
anatomy. It represents the heterogeneity of the tissue and structure of the tumor mass, thus
ensuring accurate diagnosis [12].

In the present study, radiomic feature extraction was considered for ultrasound breast
images for the reasons described. Different methods and analysis techniques have been used
for feature extraction. First order statistical features are one of them. It was used to analyze
the intensity distribution and central tendencies of the image pixels, yielding a total of 19
features such as median mean deviation. Subsequently, the variable distribution of tumor
intensity and distribution in the region allows the tumor type to be determined.

Afterwards, 2D and 3D features that are directly related to the shape and morphology of the
ROI are extracted. The 3D features include 16 different features such as compactness, how
much the shape resembles a sphere, volume, dimensions, etc., which contain information
about the cancer type and make it easier to analyze the rate of spread. Likewise, in 2D
features, 10 simple features such as cross-sectional area, radius and perimeter length were
extracted.

The last feature extraction technique aims to extract texture features based on the direct
structure of the tumor. The gray level co-probability matrix (GLCM) interprets the
probabilistic relationship of two-pixel intensities. It contains a total of 24 features such as
contrast, energy, and correlation, which provide data about the textural distribution. For
example, the contrast value being higher than normal directly indicates the density of the
tumor, while homogeneity, another criterion, examines the regular distribution.

The gray level run length matrix (GLRLM) considers the consecutive pixel lengths and
frequency at the same gray level. Shape directionality and coarse structures therefore become
more meaningful units. If the length is short, the malignant type is represented in the
heterogeneous tissue distribution, if the length is long, the benign type is represented. In this
way, 16 independent features were extracted based on such criteria.

The gray level size region matrix (GLSZM) provided 16 features that deal with the
probabilistic size and dimensionality of homogeneously distributed regions. It analyzes how
the regions vary in various gray level scales. Due to their nature, ultrasound images can be
found in different shades of black, white and gray tones. For example, the presence of a large
homogeneous region represents a denser tumor, while small regions represent a disseminated
malignant tumor.
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In the neighboring gray tone difference matrix (NGTDM) event, the tone difference is
measured. The tone differences are found, and the difference order is extracted. Tumors with
a complex and heterogeneous distribution show high tonal differences, while homogeneously
distributed tumors show lower tonal differences. This is a feature that has the potential to be
of great importance in distinguishing the type of cancer most clearly.

The gray level dependence matrix (GLDM) contains 14 features that analyze the statistical
behavior of the intensity information and reveal its dependency. The dependency between
pixels is revealed statistically. High dependency indicates homogeneous distribution, i.e.
benign, while low level dependency represents heterogeneity, i.e. malignant.

As a result, the removal of radiomic features in ultrasound images allows for a more
objective and highly processable analysis of the images. Disease types and the best treatment
methods to be applied are diagnosed and detected at the earliest stages and patient health is
protected [11]. In ultrasound outputs, where even specialist doctors can sometimes be in
limbo and make wrong decisions, the best results are revealed by extracting such features and
the aim is to classify the type of cancer, if any, and to apply the procedures to be applied
accordingly without wasting time.

2.6. FEATURE SELECTION

Feature selection is one of the most important steps in machine learning to improve the
performance of model evaluation and to interpret the results in a better quality [19].
Throughout the process, the features that will be most useful in classification should be
selected and continued with these features. Otherwise, the model will be overwhelmed with
unnecessary and repetitive features and produce disproportionate and illogical results. In
addition, it reduces computational speed and cost in tumor detection in ultrasound imaging.
Fast and accurate results are obtained by selecting the best data that gives the most accurate
results.

In this project, a correlation-based approach was preferred in order to select the features
correctly. The algorithm will check the connections between the features one by one and will
not consider highly correlated features with the same information [12]. In MATLAB, this
event corrcoef is used to examine the strength and direction information of the linear
relationship between any two features. If the predetermined correlation coefficient of 0.95
between the pairs is above the threshold value, only one of these features is considered. This
is a step taken to avoid repetition and to keep the model simple. It is important for machine
learning interpretability to continue with only one of the pairs that are judged to have the
same results.

The best 9 features with the highest correlation is selected at this stage. These can be
considered as the most representative and meaningful structures of the model. These are
Main Axis Length, Secondary Axis Length, Elongation, Volume Density, Area Density,
Maximum Diameter, Area Density Convex Shell, Volume Density Convex Shell and
Integrated Density. When processing in MATLAB, the correlation coefficients of the features
are calculated with features array and those greater than 0.95 are selected. Therefore, sharp
accuracy in determining the cancer type is established. Hence, model efficiency is increased
overall, and reliable reproducible results are obtained independent of anatomical differences.

The feature selection process allows for increased model accuracy by removing redundant
and repetitive data, and faster results at computational speed as less data is required [6].
Accordingly, the best and most information-rich features help to identify the cancer type.
Subsequently, model accuracy and security are improved. Since the correlation method is the
most efficient method, its importance is once again demonstrated.

2.7. CLASSIFICATION

Machine learning is an artificial intelligence discipline that involves computers learning
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through experiences without the need for coding and using what they learn to facilitate
complex tasks and make predictions on these tasks. There are different algorithms and
applications developed for use in this field. In this study, Residual Neural Network, Fully
Connected Feedforward Neural Networks, Support Vector Machine, Decision Tree and
Random Forest methods will be explained.

2.7.1. RESIDUAL NEURAL NETWORK

In order to make the detection and early detection phase of breast cancer even easier to
analyze, the use of a Residual Neural Network (ResNet) was applied in this phase of the
study and satisfactory results were obtained.

The ResNet method is basically a structure developed to overcome the problem often
referred to as gradient fading, which is used in deep learning [13]. Crossing the connections
between the learning layers allows the operation of more complex networks. The ResNet
algorithm tends to increase the learning capacity of the model by passing the data to be
analyzed through the layers it determines within itself and then collecting the layer outputs
obtained with the data entered into the structure [14]. Models with increased capacity can
easily relate to deeper networks [15].

In this study, the ResNet algorithm was used to better define and analyze the models. The
study produced results with a high accuracy rate that can be considered excellent in normal
type, malignant type and benign type cases [14]. If the benign type is analyzed, a high
accuracy value of 0.9705 was encountered as shown. For the malignant type, the accuracy
value was 0.9666 and since there would be no distinction and difference in the normal part, a
result of 1 was obtained. Considering the overall performance evaluation, the study was
completed with a very satisfactory and high result of 98.76%.

When the confusion matrix is examined, the performance characteristics of the model in
different types are shown. While 66 correct detections were found for the benign type, 2 were
separated as false. The same analysis was done for the malignant type, but this time 29
correct discriminations were made with no incorrect ones. The same was done for normal
with 20 correct cases. When it comes to the interpretation of the confusion matrix, it is
observed that the model works with 100% accuracy for the normal and malignant type and
with a high accuracy for the benign type due to reasons thought to be caused by the dataset.

The results show that using ResNet, breast cancer typing can be completed with a very high
rate and clean results can be obtained. With an accuracy of 98.76%, the usability of the model
is confirmed, and it is concluded that with the use of dataset, the model will play a critical
role in typing and early detection.

2.7.2. FULLY CONNECTED FEEDFORWARD NEURAL NETWORKS

A fully connected feedforward neural network is a feedforward neural network with many
layers of fully connected neurons. These types of networks are well suited and very well
known for classification purposes in that sense. They learn deep structure in patterns, they
can make accurate predictions. Fully connected layers in FCFNNSs result in a multitude of
architectures such that a neuron gets input from every neuron in the preceding layer to
produce some output. This architecture is flexible in the sense that after learning the arbitrary
function mapping between inputs and outputs, it can pass forward its activation generation to
the next hidden layer. FCFNN operates in two main phases. They are feedforward and
backpropagation phase. In the feedforward phase, input data is fed to the network and pushed
through the network for each layer. In each hidden layer, it interprets the weighted sum of
inputs by a nonlinear activation function to add nonlinearity to the model [16]. There are
some differences between FCFNN and CNN. Although CNNs are created for exploiting the
spatial hierarchies of feature in images, FCFNNs are best for the sequential datasets and other
data in which the input-output relation is more complicated [17]. There are several

71



4™ Global Conference on Engineering Research (GLOBCER’24)

advantages of FCFNN over traditional CNN. Because of this, for example, they can process
data where the relationships between the input and output are complex, and they are therefore
more appropriate for tasks like breast cancer classification [18]. Additionally, since FCFNNs
are computationally simpler than CNNs, they tend to be more computationally efficient in
case of a large dataset [19].

The results of FCFNN in breast cancer classification is evaluated using some metrics. These
include accuracy, precision, F-measure and confusion matrix. In our architecture, 98.8701%
accuracy was achieved because of classification using FCFNN. Additionally, the complexity
matrix shows the correct and incorrect classifications of the network.

2.7.3. SUPPORT VECTOR MACHINE

Support vector machines are also an effective method for solving classification and
regression problems. This method, which is widely used, is preferred due to its fast
estimation, low memory usage and accuracy rates [20].

The support vector machine will be actively used to classify the data in this study. SVM is
an algorithm that tries to find the vector that will allow the most accurate classification of
data points. Regardless of the capacity of the data set to decompose linearly creates the plane
that will best separate and maximize the distance between the class planes [21]. Thanks to
this decision limit, the data is tried to be classified in the most accurate way.

SVM first tries to find the hyperplane that is used to divide data into two classes in a
multidimensional space. When finding this plane, the farthest distance between classes must
be taken. When determining the distance, the data points closest to the hyperplane are called
support vectors. Support vectors, which have a significant effect on the generalization
capacity of the model, contribute to the determination of decision limits [22]. Even in cases
where data is often not separated linearly in general, SVM ensures that data can be separated
correctly thanks to vector planes.

With the SVM, our model achieved an impressive accuracy rate of 97.5169%,
demonstrating its capability in effectively distinguishing between different types of breast
tumors in ultrasound images.

Table 2.1. SVM Performance Table
Class TP Precisio | Recall | F- ROC
Rate n Measure | Area
Benign 0,991 0,960 0,991 0,975 0,975

Malignant | 0,914 | 0,980 0,914 | 0,946 0,969
Normal 1,000 | 1,000 1,000 | 1,000 1,000
Weighted | 0,975 | 0,975 0917 10,975 0,981

2.7.4. DECISION TREE

Another algorithm used in machine learning is the decision tree. It is widely used in
classification problems. Visualizing it in the form of leaves and branches contributes to
making the classification results more understandable. Low memory usage, pruning
application, controls against overlearning, and fast classification of data in complex sets are
among the reasons why it is preferred [23].

The decision tree creates nodes based on the selected features [24]. Of these nodes, the
starting point is called the root node point, and the classification starts from there. Decision
rules are applied at the nodes and branching points of the data. The endpoints of the decision
tree are known as leaf nodes, and each leaf node gives rise to a class name in classification
applications. The formation of branches or nodes is formed by criteria such as dataset and
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information gain. Optimizing these criteria not only prevents over-learning, but also allows
for a more accurate classification.

With the Decision Tree algorithm, our model achieved an impressive accuracy rate of
97.8555%, highlighting its effectiveness in accurately classifying various types of breast
tumors in ultrasound images.

Table 2.2 Decision Tree Performance Table
Class TP Precisio | Recall | F- ROC
Rate n Measure | Area
Benign 0,979 0,977 0,979 {0,978 0,983

Malignant | 0,979 | 0,962 0,952 | 0,957 0,979
Normal 1,000 |0,996 1,000 | 0,998 0,999
Weighted | 0,975 | 0,978 0,979 10,979 0,986

2.7.5. RANDOM FOREST

Random forest is one of the classification algorithms used in machine learning. Obtaining
high-accuracy results and controlling overfitting is achieved by using at least two or more
decision trees together [25]. However, the fact that it has a complex structure is one of its
negative features in terms of cost and memory usage.

In the random forest method, data are randomly sampled, and different decision trees are
created according to this distribution. The results of the values predicted by each decision tree
are generated and voting is done on the predicted results and the result is generated by
selecting the value with the most votes. Overfitting is prevented because the division points
of the trees are randomly selected, and the results are located on these divisions. In addition,
random sampling of data allows classification to be resilient to noise and missing data.

With the Random Forest algorithm, our model achieved an outstanding accuracy rate of
98.4199%, emphasizing its performance in classifying different types of breast tumors in
ultrasound images.

Table 2.3 Random Forest Performance Table

Class TP Precisio | Recall | F-Measure | ROC

Rate | n Area
Benign 0.986 | 0.982 0.986 |0.984 0.997
Malignant | 0.962 | 0.971 0.962 |0.967 0,995
Normal 1.000 | 1.000 1.000 | 1,000 1.000
Weighted | 0.984 | 0.984 0.984 |0.984 0.997

2.8. VALIDATION

Validation is one of the stages required to evaluate the performance of the model obtained
in the machine learning process. The model is separated without connection, and
performance values are obtained by performing train and test operations of the model through
this separation. By randomly separating the model, it is learned how the model will perform
on previously unknown sets [26]. Overfitting and underfitting situations are checked. There
are methods such as hold-out, k-fold cross validation, stratified k-fold cross validation.
Thanks to the Weka application, the number of folds required for validation was changed and
validation was applied.

While validation, the data set is divided into training and test. Based on the 10-fold cross
validation application made in the Weka, the process begins with the random separation of
the set into 10 parts. Of these 10 parts, 9 parts are selected for train 1 part test Then this
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process is repeated for k values and the results obtained are averaged. In this way, healthier
and more reliable results can be obtained. The results are presented to the user such as
accuracy, precision, recall and the success of the application is evaluated by the user.

The cross-validation application checks the overfitting status, examines the effects of the
models on yet unknown sets, these features are one of the reasons why cross-validation is
generally chosen in applications [27]. However, the disadvantages are that it requires high
computational power and time and creates a complex structure. In addition, dividing the data
set into appropriate values affects performance criteria.

Table 2.4 Cross Validation Table

Class 5 Fold 10 Fold 13 Fold 16 Fold
Accuracy | Accuracy | Accuracy | Accuracy
SVM 97.7427 % | 97.5169 % | 97.1783 % | 97.6298 %
Decision | 97.8555% | 97.8555% | 98.0813 % | 97.5169 %
Tree
Random | 98.4199 % | 98.4199 % | 98.307 % | 98.4199 %
Forest
FCFNN 98.195% 98.415% 97.967% 98.076%
ResNet 98.220% 97.127% 97.089% 98.575%
Table 2.5 Overall Performance Table
Class Accuracy Precision F-Measure
SVM 97.5169 % 0,975 0,975
Decision 97.8555 % 0,978 0,979
Tree
Random 98.307 % 0,984 0,984
Forest
FCFNN 98.8701 % 0.9858 0,9886
ResNet 98.76 % 0.9901 0,9838

III. CONCLUSION

This project has successfully created a detailed framework for classifying breast tumors
using ultrasound images, focusing on radiomic feature extraction and leveraging
sophisticated machine learning and deep learning algorithms. By employing meticulous pre-
processing techniques to improve image quality and remove artifacts, we achieved accurate
region segmentation, which served as a strong basis for precise feature extraction. Using a
correlation-based feature selection method, we ensured that only the most pertinent features
were included, enhancing both the efficiency and accuracy of our classification models.

The use of Residual Neural Networks (ResNet) and Fully Connected Feedforward Neural
Networks demonstrated the power of deep learning in managing complex patterns and
boosting classification accuracy. ResNet achieved an impressive overall accuracy of 98.76%,
effectively distinguishing between benign, malignant, and non-cancerous cases. Similarly, the
Fully Connected Feedforward Neural Network performed remarkably well, with an accuracy
of 98.8701%.

Among the machine learning methods we used, the Random Forest algorithm proved to be
the most effective, achieving the highest accuracy rate of 98.307%. This highlights the value
of ensemble learning techniques in improving predictive performance. Additionally, Support
Vector Machine and Decision Tree algorithms played significant roles in our comprehensive
evaluation of various classification methods, each offering unique benefits in terms of speed,
memory usage, and interpretability.
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The validation process, cross-validation in MATLAB and Weka, confirmed the reliability
and generalizability of our models. Interestingly, we observed minimal variation in
performance metrics during cross-validation. We attribute this consistency to the large
dataset size, which reduces fluctuations and ensures stable results across different validation
folds. This crucial step ensured that our algorithms could perform effectively on unseen data,
reducing the risks of overfitting and underfitting. The validation results demonstrated that our
models maintained high accuracy and performance across various datasets.

In conclusion, integrating advanced pre-processing techniques, precise feature extraction,
and advanced classification algorithms has led to a powerful tool for the early detection and
accurate classification of breast tumors using ultrasound images. Our findings highlight the
essential role of machine learning and deep learning in medical imaging, paving the way for
future research and clinical applications. By enabling earlier and more accurate diagnoses,
our models have the potential to significantly improve patient outcomes and enhance the
effectiveness of breast cancer treatment. The success of this project underscores the
importance of continuous innovation and the application of advanced computational
techniques in the battle against breast cancer, ultimately aiming to improve patient’s quality
of life through timely and accurate medical interventions.
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Cok Kriterli Karar Verme Yontemleri ile Tedarikci Secimi
Supplier Selection with Multi Criteria Decision Making Methods
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Ozet: Firmalarn siirdiiriilebilirliklerini korumalar1 ve rekabet avantaji1 elde etmeleri acisindan
tedarik¢i se¢imi Onemli bir konu olmaktadir. Tedarik¢i se¢iminde karar vermeden Once
tedarikei se¢im kriterlerinin ve alternatif tedarikgilerin se¢ciminde ve siralamasinda kullanilacak
cok kriterli karar verme yontemi 6nem arz etmektedir. Cok kriterli karar verme teknikleri,
birgok kritere ve alternatife sahip organizasyonlara ¢oziim iireten yontemlerdir. Cok kriterli
karar verme problemlerinin ¢oziimiinde farkli yontemler kullanilmaktadir ve bu yontemler
karar vericilere karar verme siireclerinde 6nemli avantajlar saglamaktadir. Bu ¢alismanin
amaci bir tekstil firmasinin tedarik¢i se¢iminde etkili olacak olan kriterleri ve kriterlerin sahip
olduklart 6nem agirliklarini belirlemek ve bu kriterler baz alinarak en uygun alternatifi
segmektir. Caligmada kullanilmak iizere yedi adet kriter literatiir ve alaninda uzman kisilerden
yararlanilarak belirlenmistir. Problemin ¢6ziimii icin MEREC ve CODAS teknikleri
birlestirilerek hibrid bir yontem gelistirilmistir. Tedarik¢i se¢iminde belirlenen kriterlerin
agirligimi belirlemek amaciyla MEREC yontemi kullanilmistir. MEREC yontemi, verilerin
bagimsiz ve objektif bi¢imde toplanmasina olanak tanimakla birlikte bireysel dnyargilarin en
aza indirilmesine katkida bulundugu i¢in tercih edilmistir. MEREC yOntemi sonuglarina gore
en onemli kriter sektor deneyimi olurken en diisiik 6nem seviyesine sahip kriter iirlin fiyati
kriteri olmustur. MEREC yontemiyle hesaplanan kriter agirliklart goz 6niinde bulundurularak
tedarik¢i se¢im ve siralanmasinda en giincel yontemlerden olan CODAS yoOntemi
kullanilmistir. CODAS yontemi birbirleriyle ¢atisan kriterleri dengelemeye ve en iyi alternatif
segmeye olanak tanimaktadir. Dolayisiyla hem pozitif hem de negatif taraflar daha esit bir
sekilde goz oniinde bulundurulabilir. CODAS ydntemi sonuglarina gére A3 en uygun alternatif
secilirken bir sonraki en uygun alternatif tedarik¢i ise Al segenegi olmaktadir. CODAS ve
MEREC yontemlerinin biitiinlesik olarak kullanilmasi, karar vericilere karar verme
siireclerinde yardimci oldugu goriilmektedir. Elde edilen sonuglar firmanin tedarik¢i se¢im
probleminin en iyi sekilde ¢oziildiigiinii gdstermistir.

Anahtar kelimeler: Cok Kriterli Karar Verme, Tedarik¢i Secimi, MEREC, CODAS.

Abstract: Supplier selection is an important issue for companies to maintain their
sustainability and gain competitive advantage. Before deciding on supplier selection, the multi
criteria decision making method to be used in the selection and ranking of supplier selection
criteria and alternative suppliers is important. Multi criteria decision making techniques are
methods that produce solutions to organizations with many criteria and alternatives. Different
methods are used in solving multi criteria decision making problems and these methods provide
significant advantages to decision makers in decision making processes. The aim of this study
is to determine the criteria that will be effective in the supplier selection of a textile company
and the importance weights of the criteria and to select the most appropriate alternative based
on these criteria. Seven criteria were determined to be used in the study by using literature and
experts in the field. A hybrid method was developed by combining MEREC and CODAS
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techniques to solve the problem. MEREC method was used to determine the weight of the
determined criteria in supplier selection. MEREC method was preferred because it allows data
to be collected independently and objectively and contributes to the minimization of individual
biases. According to the MEREC method results, the most important criterion was industry
experience, while the criterion with the lowest level of importance was the product price
criterion. Considering the criterion weights calculated with the MEREC method, the CODAS
method, one of the most up-to-date methods, was used in supplier selection and ranking. The
CODAS method allows balancing conflicting criteria and selecting the best alternative.
Therefore, both positive and negative sides can be considered more equally. According to the
CODAS method results, A3 is selected as the most suitable alternative, while the next most
suitable alternative supplier is the A1l option. It is seen that the integrated use of CODAS and
MEREC methods helps decision makers in their decision making processes. The results
obtained showed that the company's supplier selection problem was solved in the best way.

Keywords: Multi Criteria Decision Making, Supplier Selection, MEREC, CODAS.

I. GIRIS

Tedarik¢i se¢imi, igletme icin gerekli hammadde, mamul veya yari mamul, hangi
tedarik¢iden temin edilmesini saglayan bir karar verme siirecinden olusmaktadir. Tedarikgi
secim siirecinde maliyetlerin azaltilmasi, miisteri hacminin artirilmasi ve rekabet avantajinin
saglanmasi amaclanmaktadir [1]. Son zamanlarda, tedarik¢i firma se¢iminde bir¢ok kriterin
farkli oldugu ve bu kriterlerin firmalarina gore degiskenlik gosterdigi, karar verme siirecinin
karmasik ve zor hale geldigi goriilmektedir. Bu nedenle, tedarikgi secimi genellikle ¢ok kriterli
karar verme (CKKYV) sorunu olarak degerlendirilmektedir.

CKKYV yontemleri birden fazla kritere ve alternatife sahip isletmelere ¢6ziim sunan
yontemlerdir [2]. CKKV problemlerinin ¢oziimiinde ¢esitli yontemler kullanilmaktadir.
Alternatif kaynaklarin degerlendirilmesi ve uygun tedarik¢inin belirlenebilmesinde bu
yontemlerin  kullanilmasi, isletmedeki kaynaklarin daha etkin sekilde dagitilmasini
saglamaktadir. Ayn1 zamanda, yoneticilerin karar alma siireclerini hizlandirarak daha dogru
karar vermelerine yardimci olur [3]. Bu yontemlerden AHP, TOPSIS, SWARA, MOORA en
cok tercih edilen yontemlerdir [4].

CKKYV modelleri, karar vericilere etkin stratejiler ve metotlar sunarak onlarin karar alma
sirecini destekler [5]. Referans [6] 7 kritere gore 7 adet alternatif arasindan en uygun tedarikei
secimini yapmak i¢in TOPSIS yontemini kullanmiglardir. Referans [7], calismalarinda
SWARA ve WASPAS yontemlerini kullanarak tedarik¢i se¢im problemini ele almiglardir.
Kriter agirliklarini tespit etmek amaciyla SWARA, bu agirliklara dayali olarak alternatifler
arasinda se¢im yapmak i¢in WASPAS yontemlerine bagvurmuslardir. Boylece biitiinlesmis bir
karar verme siireci gelistirerek tedarik¢i se¢cimine yonelik bir ¢6ziim sunmuslardir. Referans
[8]’de Rize’deki bir konfeksiyon isletmesinin tercihli segim problemini incelemislerdir. Kriter
agirliklarimi belirlemek icin MACBETH, tedarikgilerin siralanmasi icin MACBETH ve
TOPSIS yontemlerini kullanmislardir. Referans [9], firmalar i¢in kritik 6neme sahip tedarikei
secim problemini incelemistir. Bu baglamda, genel bir analiz yaparak en c¢ok tercih edilen
CKKYV yontemlerini aragtirmistir.

II. MATERYAL VE YONTEMLER

MEREC Yontemi

MEREC yontemi, 2021 yilinda Keshavarz-Ghorabaee tarafindan objektif kriteri
agirliklandirma yontemi olarak literatiire kazandirilmistir. MEREC yontemi kriterlerin
alternatifler iizerindeki genel etkisini belirlemek i¢in kriter agirliklarii kullanilir. Ayrica
alternatiflerin hem genel hem de spesifik performanslarini kullanmak amaciyla logaritmik bir
fonksiyon kullanir. Yontemde alternatiflerin performansinda daha biiyiik bir etkiye sahip olan
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kriter agirliklarina daha yiliksek agirlik vermektedir. Yontemin ilk adiminda karar matrisi
olusturulur ve bu matris fayda ve maliyet kriterleri baz alinarak normalize edilir. Sonraki
adimda kriterlerin genel performans degerleri hesaplanir. Devaminda her bir kriter kaldirilarak
alternatiflerin performanslar1 (mutlak sapma degerleri) hesaplanir ve bu islem adimindan sonra
mutlak sapmalarin toplam1 hesaplanir. Son adimda ise nihai kriter agirliklar1 hesaplanir [10].

CODAS Yontemi

CODAS (Kombine Mesafeye Dayali Degerlendirme) yontemi Keshavarz-Ghorabaee ve
ark. (2017) tarafindan alternatiflerin se¢ciminde ve siralanmasinda kullanilmak iizere literatiire
kazandirilmig bir CKKV yontemidir. Yontemin diger CKKV yontemlerinden farki ise
alternatiflerin negatif ideal ¢oziimii olan uzakliklarini dikkate alarak Oklid ve Taksicab
uzakliklarin1 kullanmalaridir. Bu yaklasimla, alternatiflerin ¢6ziimiinde daha saglam ve duyarh
sonuglar elde edilmektedir. Caligmada problemin ¢6ziimii i¢in Excel programi tercih edilmistir.
Tim CKKV yontemlerinde oldugu gibi oncelikle karar matrisi olusturulur ve bu matris
normalize edilir. Ardindan agirlikli normalize karar matrisi olusturulur, negatif ideal ¢6ziim
bulunur, Oklid ve Taksicab uzakliklari hesaplanir, karar verici tarafindan 0,01 ile 0,05
araligindaki bir esik degeri (1) (genellikle bu deger 0,05 olarak alinmaktadir) belirlenir ve
gerceklesen matrisi olusur, son olarak degerlendirme puanlar1 hesaplanir ve en yliksek
degerlendirme puanina sahip alternatif segilir [11].

III. UYGULAMA

MEREC Yontemi ile Kriter Agirhiklarimin Belirlenmesi:

Literatiir calismalar1 sonucunda ve alaninda uzman ¢alisanlarin degerlendirmeleri
sonucunda 7 adet alternatif tedarik¢i ve bu alternatif tedarikg¢ilerin degerlendirilebilmesi
amaciyla 7 adet kriter belirlenmistir. Bunlar {iriin kalitesi, liretim kapasitesi, iiriiniin fiyati,
tedarik stiresi, tedarik¢inin isletmeye uzakligi, {iriin paketleme yetenegi ve sektor
deneyimidir. Uriin kalitesi tedarikgi isletmenin iiriiniin beklenen seviyede olmasini ifade
etmektedir. MEREC yonteminin tiim islem adimlar gergeklestirildikten sonra Tablo 1’de
verilen kriter agirliklar elde edilmistir.

TABLO 1. KRITER AGIRLIKLARI

Uriin Tedarik¢inin Uriin Tedarik | Tedarikginin Uriin Sektor
Kalitesi Uretim Fiyati Siiresi Isletmeye | Paketleme | Deneyimi
Kapasitesi Olan Yetenegi
Uzaklig1
0,0843 0,0938 0,0556 0,1156 0,1979 0,1676 0,2853

Tablo 1’de goriildiigii lizere en yiiksek 6nem agirligina sahip kriter sektor deneyimi olurken
en diisiik onem agirligina sahip kriter iirlin fiyati olmustur. Tedarik¢inin isletmeye olan uzaklig
kriteri ise 0.1979 degeri ile en yiiksek 6nem agirligina sahip ikinci kriter olmaktadir. MEREC
yontemi ile elde edilen kriter 6nem agirliklar1 CODAS yonteminde alternatiflerin
siralanmasinda kullanilmustir.

CODAS Yontemi Kullanarak Elde Edilen Sonuclar:

MEREC yontemi ile elde edilen kriter agirliklar1 baz alinarak ve CODAS yonteminin tiim
islem adimlar1 gergeklestirilerek Tablo 2’de verilen goreceli degerlendirme matrisi yani
tedarikei siralamalar1 elde edilmistir. Tablo 2'de yer alan degerlendirmeye gore, A3 alternatifi
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1,02982 puanla en yiiksek degerlendirme puanina sahip olup, siralamada birinci siray1 almustir.
Bu sonug, degerlendirme kriterlerine gére A3 alternatifinin diger se¢eneklerden daha {istiin
oldugunu gostermektedir.

Tablo II. GORELI DEGERLENDIRME MATRISi VE SIRALAMALAR

Al A2 A3 A4 A5 A6 A7 HI Siralama
Al
0 0,03941 | -0,0878 | 0,02532 | 0,01801 | 0,05557 | 0,06135| 0,11184
A2
-0,0371 0 -0,1144 | -0,0128 | -0,0204 | 0,01591 | 0,02063 | -0,1482
A3
0,12952 1 0,17952 0 0,15923 | 0,15592 | 0,19828 | 0,20735 | 1,02982
A4
-0,0255 |1 0,01283 | -0,109 0 -0,0074 | 0,02961 | 0,03484 | -0,0647
A5
-0,018 | 0,02007 | -0,0974 | 0,00743 0 0,03569 | 0,0409 | -0,0114
A6
-0,0528 | -0,0159 | -0,1274 | -0,0279 | -0,0366 0 0,00435 | -0,2563
A7
-0,0557 | -0,0199 | -0,1271 | -0,0313 | -0,0401 | -0,0044 0 -0,2785
IV. SONUC

Calismada, bir tekstil firmasi i¢in yedi alternatif tedarik¢i, yedi adet kriter (iiriin kalitesi,
tedarik¢inin iiretim kapasitesi, iirlin fiyati, tedarik siiresi, tedarik¢inin isletmeye olan uzakligi,
tiriin paketleme yetenegi, sektor deneyimi) kullanilarak en uygun alternatif tedarik¢inin seg¢imi
yapilmistir. Calismada kullanilan kriterler literatiir ¢aligmalar1 sonucunda ve alaninda uzman
calisanlarin degerlendirmeleri sonucunda segilmistir.

Calismanin uygulama kisminda, MEREC ve CODAS yontemleri hibrit bir sekilde
kullanilmigtir. Yontemlerin hibrit olarak kullanilmasi karar verme siirecinde kriterlerin ve
alternatif tedarik¢ilerin detayl1 bir sekilde incelenmesine olanak tanimstir.

Kriterlerin 6nem agirliklarinin saptanmasinda objektif bir yontem olan MEREC yontemi
kullanilmistir. MEREC y&nteminin sonuglarina gére en 6nemli kriter belirlenmistir. Yontemin
sonuclarina gore, en yiiksek onem agirligina sahip kriter sektor deneyimi olurken en diisiik
onem agirligina sahip kriter {iriin fiyati olmustur. Kriter agirliklar1 belirlendikten sonra en
uygun tedarik¢inin belirlenebilmesi icin CODAS yontemi kullanilmigtir. CODAS yo6ntemi
sonuclarina gore en uygun tedarik¢i A3 tedarik¢i olmaktadir.

Literatirde MEREC yontemi ile ilgili calisma sayist olduk¢a az sayida oldugundan bu
calismanin literatiire onemli bir katki saglayacagi diisiiniilmektedir. Ayn1 zamanda MEREC
yontemi, subjektif degerlendirmeye ihtiya¢ duymadan kullanilabilen bir yapiya sahiptir. Bu
nedenle, kriter agirliklarinin belirlenmesi siireclerinde rahatlikla kullanilabilir bir yontem
olarak kabul edilmektedir. Gelecekte, MEREC ve CODAS yontemlerinin farkli alanlarda bir
arada kullanilmasina iligkin daha fazla calismaya yer verilmesi miimkiindiir. Tedarik¢i se¢cim
stirecinde, farkli yontemlerin CODAS yoOntemiyle birlikte kullanilmasiyla elde edilen sonuglar,
karsilagtirmali bir sekilde degerlendirilebilir.

80



4™ Global Conference on Engineering Research (GLOBCER'24)

KAYNAKLAR

[1]
[2]

[3]

[4]

[3]

[6]

[7]

[8]

[9]

[10]

[11]

Christopher M (2011) Logistics & Supply Chain Management (Pearson Education
Limited, Essex).

Biilbill, S. E., & Kose, A. (2016). Tiirk sigorta sektoriiniin PROMETHEE yontemi ile
finansal performans analizi. Marmara Universitesi Iktisadi ve Idari Bilimler Dergisi,
38(1), 187-210.

Yiiksel, F.S., Kalan, O., Isik, M., 2022. Havaalanlarinda Dijital Déniisiim Risklerinin
Degerlendirilmesi. Cukurova Universitesi Miihendislik Fakiiltesi Dergisi, 37(3),781-
792.

Zeydan, M., Colpan, C., Cobanoglu, C., 2011. A Combined Methodology for Supplier
Selection and Performance Evaluation. Expert Systems with Applications, 38(3), 2741-
2751.

Sengiil, U., Eren, M., Shiraz, S. E., Gezder, V., & Sengiil, A. B. (2015). Fuzzy TOPSIS
method for ranking renewable energy supply systems in Turkey. Renewable energy,
75, 617-625.

Giindiiz, H., Giiler, M.E., 2015. Termal Turizm Isletmelerinde Cok Olgiitlii Karar
Verme Teknikleri Kullanilarak Uygun Tedarik¢inin Sec¢ilmesi. Dokuz Eyliil
Universitesi iktisadi ve Idari Bilimler Fakiiltesi Dergisi, 30(1), 203-222.

Adal1, EA ve Tus, A. (2017). Bir Tedarikci Se¢im Problemi I¢in Swara ve Waspas
Yontemlerine Dayanan Karar Verme Yaklasimi. International Review of Economics
and Management, 5(4), 56-77.

Cevizci, D. K., & Kayacan, O. (2019). Konfeksiyon Isletmelerinde En Uygun Fason
Se¢imi Problemine MACBETH ve TOPSIS Yontemlerinin Uygulanmasi. Dokuz Eyliil
Universitesi Miihendislik Fakiiltesi Fen ve Miihendislik Dergisi, 21(62), 331-344.
Pinar, A. (2020). Tedarik¢i se¢iminde kullanilan ¢ok kriterli karar verme metotlari.
Journal of Turkish Operations Management, 4(2), 449-478.

Keshavarz-Ghorabaee, M. (2021). Assessment of distribution center locations using a
multi-expert subjective—objective decision-making approach. Scientific Reports, 11(1),
19461.

Keshavarz-Ghorabaee, M., Amiri, M., Zavadskas, E. K., Hooshmand, R. ve
Antuchevicieng, J. (2017). Fuzzy Extension of the CODAS Method for Multi-Criteria
Market Segment Evaluation. Journal of Business Economics and Management. 18(1).
1-19.

81



(K24
q

A ¢ 1
R
g, WP g

2
o
¥ Conferenc®

&

GLO@O

Do
&"E‘en‘ng RES

GLOBCER’24, 16-19 October 2024

Derin Ogrenme Yontemleriyle Akarsu Debisi Tahmini
Stream Discharge Prediction with Deep Learning Methods
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Ozet: Niifus artis1 ve iklim degisikliginin etkilerinin artmastyla birlikte tatli su kaynaklarinin
izlenmesi giderek daha 6nemli hale gelmistir. Bu kaynaklarin etkin bir sekilde yonetilmesi,
icme suyu temini, tarim ve enerji iretimi i¢in kritik bir rol oynamaktadir. Hidrolojik
calismalar, akarsu havzalarinin su potansiyelinin belirlenmesine odaklanir ve dogru debi
tahmini su kaynaklarinin yonetimi i¢in Onemlidir. Bu, gelecekte yasanabilecek olasi
kurakliklar ve taskinlar gibi ekstrem olaylarin 6ngdriilmesine olanak saglar. Bu ¢alismada,
Samsun ilindeki Terme Cayi’nin giinlik debi tahmini i¢in [Qi(t)], akarsu gozlem
istasyonundan bir Onceki giine ait debi degeri [Qi(t-1)], menbasindaki akarsu goézlem
istasyonunda Onceki giline ait gozlenen debi degeri [Q2(t-1)] ve havzada bir dnceki giine ait
gozlenen yagis degeri verileri [P(t-1)] kullanilarak, derin O6grenme yoOntemleri olan
Tekrarlayan Sinir Aglar1 (RNN), Uzun Kisa Siireli Bellek (LSTM) ve Uyarlamali A§ Tabanli
Bulanik Cikarim Sistemi (ANFIS) yaklasimlarinin performanslari sinanmistir. Her bir modeli
degerlendirmek i¢cin RMSE, R? NSE ve KGE performans metrikleri kullanilmistir.

RNN modeli diisiik ve orta debi degerlerinde basarili tahminler yaparken, yiiksek debi
degerlerinde tahmin hatalarinin arttigi goriilmiistiir. LSTM modeli ise RNN’e gore daha iyi
bir performans sergilemis, ancak yliksek debi degerlerinde benzer sapmalar goriilmiistiir. En
iyi performansi gosteren ANFIS modeli ise diisiik, orta ve yiliksek debi degerlerinde tutarli ve
dogru tahminler yapmistir. Korelasyon analizi, dnceki donem debi degerlerinin mevcut
donem debi degerlerini 6nemli Olgiide etkiledigini ortaya koymustur. Ayrica, Uzaktan
Algilama tabanli yagis veri setlerinin derin 6grenme yontemlerinde kullanilabilecegi tespit
edilmistir. Calismada, ANFIS modelinin Terme Cayi’ndaki debi tahminlerinde en 1iyi
performanst gosteren model oldugu ve su kaynaklar1 yonetimi i¢in degerli bir ara¢ oldugu
sonucuna varilmistir. Gelecek arastirmalar, daha kapsamli veri setlerinin uyumunu ve hibrit
modellerin gelistirilmesini dikkate almalidir.

Anahtar Kelimeler: Derin 6grenme, Debi, RNN, LSTM, ANFIS.

Abstract: As the impacts of population growth and climate change intensify, monitoring
freshwater resources has become increasingly important. Effective management of these
resources is critical for ensuring drinking water supply, agriculture, and energy production.
Hydrological studies focus on determining the water potential of river basins, and accurate
discharge estimation is essential for water resources management. This enables the prediction
of potential future extreme events such as droughts and floods. In this study, the performance
of deep learning methods such as Recurrent Neural Networks (RNN), Long Short-Term
Memory (LSTM), and Adaptive Network-Based Fuzzy Inference System (ANFIS) is
evaluated for daily discharge prediction [Qi(t)] of the Terme Stream in Samsun, using the
previous day's discharge value [Qi(t-1)] from the stream gage, the observed discharge value
from the upstream observation gage on the previous day [Qz(t-1)], and the observed total
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rainfall in the basin from the previous day [P(t-1)]. RMSE, R?, NSE, and KGE performance
metrics are used to evaluate each model.

While the RNN model made successful predictions for low and medium discharge values,
prediction errors increased for high discharge values. The LSTM model exhibited a better
performance compared to RNN, but similar deviations were observed for high discharge
values. The ANFIS model, which demonstrated the best performance, made consistent and
accurate predictions for low, medium, and high discharge values. Correlation analysis
revealed that previous period discharge values significantly affect current period discharge
values. Additionally, it was determined that remote sensing-based rainfall datasets can be
integrated into deep learning methods. The study concludes that the ANFIS model is the most
effective model for discharge prediction in the Terme Stream and is a valuable tool for water
resources management. Future research should consider the adaptation of more
comprehensive datasets and the development of hybrid models.

Keywords: Deep learning, Discharge, RNN, LSTM, ANFIS.

1. GIRIS

Niifus artis1 ve iklim degisikligiyle tatli su kaynaklarinin izlenmesi ve yonetimi kritik hale
gelmistir. Hidrolojik calismalar, akarsu havzalarmin su potansiyelini belirlemek ic¢in debi
Olclimiine biiyiik 6nem verir. Akarsularin debisi, yer alt1 sularinin yeryiiziine ¢gikmasi ve yagis
miktar1 ile kar erimelerinin etkisiyle olusur; ayrica havzadaki meteorolojik ve hidrolojik
olaylarin bir sonucu olarak degisir [4]. Debi tahmini, su kaynaklarinin yonetilmesi igin
onemlidir ve gelecekte yasanabilecek olasi kurakliklar ve taskinlar gibi ekstrem olaylarin
ongoriilmesine olanak saglar.

Yagis ve akim arasindaki iligkinin regresyon tipi yaklagimlar kullanilarak modellenmesi
ve bu modeller araciligtyla yagis olaylarinin bir fonksiyonu olarak debi tahmini yapilmasina
yonelik girigimler uzun bir ge¢mise sahiptir [7]. Akarsu debi tahmininde geleneksel
yontemler, karmasik modeller ve uzun siireli veri analizi gerektirir, ancak yagistan akisa
doniistimdeki dinamikleri tam olarak yansitamayabilir. Derin 6grenme yontemleri ise biiytik
veri setlerinden anlamli desenler ¢ikarabilme yetenekleriyle bu alanda giiclii bir alternatif
sunar. Yapilan calismalarda, debi tahminleri i¢in derin 6grenme yaklasiminin, temel
modellere gore siirekli olarak daha iyi performans gosterdigi bildirilmistir [3][19].

Anusree & Varghese, Karuvannur Nehir Havzasi'nda ANFIS modelinin, ANN ve MNLR
modellerine gore daha dogru tahminler sagladigini belirlemistir [1]. Asaad, Konya'daki
Meram Cayi'min akim verilerini tahmin etmek i¢in LSTM modelinin MLP ve ANFIS
modellerine gore daha yiiksek dogruluk sagladigimi gostermistir [2]. Cigizoglu, ANN'nin
nehir akim tahmini icin geleneksel modellere kiyasla daha yiiksek dogruluk sagladigini
ortaya koymustur [9]. Gemici ve ark., Kizilirmak Nehri'nin yan kollarinda ANFIS modelinin
diger yapay zeka yontemlerine gore en yiiksek performansi gosterdigini belirtmistir [13].
Girma & Berhanu, uydu tabanli yagis verilerinin yer 6l¢iim istasyonlarinin yetersiz oldugu
bolgelerde hidrolojik modellemelerde dnemli bir veri kaynagi oldugunu vurgulamistir [14].
Kisi, Kuzey Platte Nehri'nde giinliik akim tahminlerinde farkli ANN algoritmalarini
karsilagtirmis ve ANN'lerin hidrolojik zaman serilerinde kisa donemli tahminler yapmada
etkili oldugunu gostermistir [18]. Lohani ve ark., Sutlej Nehri'nde ANFIS modelinin, AR ve
ANN modellerine gore daha dogru tahminler sundugunu gostermistir [21]. Rivera ve ark.,
CHIRPS veri setinin mevsimsel ve yillik yagis degisimlerini dogru bir sekilde yeniden
tirettigini, ancak yerel verilerle kalibre edilmesi gerektigini vurgulamistir [22]. Sahoo ve ark.,
LSTM-RNN modelinin diisiik akis tahminlerinde RNN ve naive yontemlere gore daha iyi
performans sagladigini ortaya koymustur [23]. Sulugodu & Deka, CHIRPS uydu yagis
verilerinin akim tahminlerinde kullanilabilirligini ve cesitli hesaplama yontemlerinin
performansini degerlendirmistir [25].
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A. Calisma Alan

Terme Cay1, Tiirkiye'nin Karadeniz Bolgesi'nde, Samsun'un Terme ilgesinde bulunan ve
kar sular1 ile yagmur sulartyla beslenen, mevsimsel olarak degisen debiye sahip énemli bir
akarsudur. Terme Cay1 havzasi (Sekil 1), 420 km? yagis alanin1 kapsar, Salipazar ilgesindeki
tic akarsu kolunun birlesmesiyle olusur ve Karadeniz'e dokiiliir.

Sinop s

Amasya

(O]

iSARETLER
Yiikselti Degeri (m)

0 200 500 1000 1500 2500

L [T

Lejant [T Karadeniz
B b ® 1l Merkezleri [ iller
A AGI [ Samsun
! —— Terme Gay! [ Terme Havzasi

Sekil 1. Calisma alan1 ve AGI’lerin konumlarini gdsteren lokasyon haritast.

B. Veri

Calisma alam icerisinde Devlet Su Isleri (DSI) tarafindan isletilen TERME ve SEYHLI
adli akim gozlem istasyonlarindan (AGI) elde edilen 01.10.2019 — 30.09.2022 tarihleri
arasindaki giinliik ortalama debi (m®/s) verileri kullamlmustir (Sekil 2). 01.10.2019 —
31.01.2022 tarihleri arasi egitim veri setini olustururken, 01.02.2022 — 30.09.2022 tarihleri
arasi test veri setini olusturmaktadir. Tablo 1°de ¢alismada kullanilan AGI’lere ait bilgiler
verilmigtir.

TABLO 1
Calismada kullanilan akim gozlem istasyon bilgileri.

Istasyon No Istasyon Adi  Enlem Boylam

D22A002 TERME  41°12°33”K  36°58°22”D
D22A143 SEYHLI  41°07°13”’K  36°51°00”D

Veri setinde, veri bulunmayan giinlerin doldurulmasi i¢in bir 6nceki gilinlin ve bir sonraki
glinlin ortalamas1 kullanilmistir. Modellerin  ekstrem degerlerden dolayr olumsuz
etkilenmemesi icin veri seti minimum 0 m>/s ile maksimum 200 m>/s debi degerleri arasinda
olacak sekilde filtrelenmistir.
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Sekil 2. (a) D22A002 numarali istasyona ve (b) D22A 143 numarali istasyona ait debi
verilerinin zaman igerisindeki degisimi. Veri setinin egitim i¢in kullanilan kismi mavi,
test i¢in kullanilan kismi ise kirmizi renkle gosterilmistir.

Bu ¢alismada kullanilan giinliik toplam yagis verileri (Sekil 3), Google Earth Engine Code
Editor arayiiziinde JavaScript betigi (Sekil 4) ile UCSB — CHG/CHIRPS/DAILY veri
setinden alinmigtir. CHIRPS veri seti, uydu gozlemleri ve yer istasyonu verilerinin yenilik¢i
bir karisim prosediirii ile birlestirilmesiyle elde edilir. CHIRPS, hem yiiksek ¢oziintirliikli
(0.05°) hem de uzun donemli (1981 — giliniimiiz) bir iklimsel veri setidir ve uydu tabanlh
soguk bulut siiresi (CCD) gozlemlerine dayali olarak gelistirilen akilli interpolasyon
teknikleriyle olusturulmustur [12].

CHIRPS, yerel ol¢timlerin yetersiz oldugu bolgelerde hidrolojik modellemeler i¢in degerli
bir kaynak olabilir [14]. CHIRPS wverileri bazen tahminlerde sapma gosterse de, yer
Olclimlerinin yetersiz oldugu bdlgelerde degerli bir alternatif olarak goriilmektedir [10].
Calismalarda, hidrolojik modellerde kullanilabilecek yeterlilige sahip oldugu belirtilsede
[25], miimkiin oldugunca yerel yagis 6l¢iim verileri ile kalibre edilmesi dnerilmektedir [22]
fakat bu ¢alismada ham veri seti kullanilmistir.

. Giinliik Toplam Yagis —— Yagis

1 1l it '!.‘

N 2020 MAMJJASN (]21 MAIJJSGN 2022 MJJA
Sekil 3. Google Earth Engine Code Editor arayliziinde JavaScript betigi ile olusturulan giinliik
toplam yagis grafigi.
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// Havza Tanimlama
var aoi = ee.FeatureCollection('projects/assets/watershed');
// Havzay1 Haritada Gosterme
Map.centerObject(aoi);
Map.addLayer(aoi, {}, 'Watershed');
// Veri kimesi ve zaman araligi tanimlama
var startDate = '2019-10-01';
var endDate = '2022-10-01";
var precipitation = ee.ImageCollection('UCSB-CHG/CHIRPS/DAILY")
.filterBounds(aoi)
.filterDate(startDate, endDate)
.select('precipitation');
// Grafik Cizdirme Fonksiyonu
var plotTimeSeries = function(collection, region, scale, title, ylLabel){
var timeSeries = ui.Chart.image.series({
imageCollection: collection,
region: region,
reducer: ee.Reducer.mean(),
scale: scale
}) .setOptions({
title: title,
vAxis: {title: ylLabel},
lineWidth: 1,
pointSize: 3,
series: {0: {color: '©000FF'}}
})s
print(timeSeries);
¥
// Grafigin Cizdirilmesi
plotTimeSeries(precipitation, aoi, 5000, 'Glinliik Toplam Yagis', 'mm');

Sekil 4. Google Earth Engine Code Editor arayiiziinde kullanilan JavaScript betigi.

II. YONTEM

Derin 6grenme, yapay sinir aglari (ANN) kullanarak karmasik veri setlerinden anlamli
bilgiler ¢ikaran bir makine 6grenme alt alanidir. ANN’ler, biyolojik ndron sistemlerinin
basitlestirilmis modelleridir ve bilgiyi isleyen genis paralel islemcilerdir. Noronlar katmanlar
halinde diizenlenir ve sinir aginin mimarisi olarak adlandirilir. Noéronlar katmanlar halinde
diizenlenir ve bu yap1 sinir aginin mimarisini olugturur. Her ndron, diger ndronlarla iletisim
baglantilar1 araciligiyla bilgi aligverisi yapar ve agirliklarla iligkilendirilir [11]. Sinir aglari,
katman sayisina, bilgi akis yoniine, diiglimlerin ¢ikislarini almak icin kullanilan dogrusal
olmayan denklemlere ve farkli katmanlardaki diiglimler arasindaki agirliklar1 belirleme
yontemine gore siniflandirilir [21].

Bir havzadaki hidrolojik modelin kavramsal yapis1 ile siiregler arasindaki tutarl
anormallikler derin 6grenme modelleri tarafindan daha iyi yakalanabilir. Bu modellerin yap1
ve bir¢ok gizli parametre se¢cimine bagli oldugunu unutmamak 6nemlidir; bu 6zellikler, derin
O0grenme modellerine egitim verilerine uyum saglama konusunda biiylik bir esneklik
kazandirir [6]. Derin 68renme yotemlerinin, hidrolojik calismalarda, karmasik yagis-akim
iligkisini simiile etmek i¢in uygun oldugu bilinmektedir [20].

Calismada, (t) giiniindeki D22A002 numarali AGI’nin debi degerini [Qi(t)] tahmin etmek
icin 6nceki giiniin yagis degeri [P(t-1)], D22A 143 numarali AGI’nin debi degeri [Q2(t-1)] ve
D22A002 numarali AGi’nin debi degeri [Qi(t-1)] kullamilmistir (Tablo 2, Tablo 3). Tiim
modellemeler i¢in iterasyon degeri 100 olarak girilmistir. Az girilen iterasyon, modelin eksik
ogrenmesine neden olabilirken, ¢cok fazla iterasyon asir1 6grenmeye neden olabilir. En uygun
olan iterasyon sayisi, modelin genel performansin1 dengelemek icin 6nemlidir.
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TABLO 2
RNN ve LSTM model yapilandirmalari.
Model Girdiler Néron Sayist  Cikti  Iterasyon (Epochs)
RNN  P(t-1), Qz(t-1), Qi(t-1) 50 Qi(t) 100
LSTM  P(t-1), Qa(t-1), Qi(t-1) 50 Qi(t) 100
TABLO3

ANFIS model yapilandirmasi.

. e Giris tiyelik Cikis iiyelik  Iterasyon
Kiimeleme Girdiler fonksiyonu Cikt fonksiyonu  (Epochs)
333 P(t-1), Q2(t-1), Qi(t-1) gauss2mf  Qi(t) linear 100

RNN ve LSTM modelleri, Python programlama dili ve ilgili kiitiiphaneler kullanilarak
olusturulmustur. Kullanilan kiitiiphaneler arasinda TensorFlow ve Keras, derin 6grenme
modelinin gelistirilmesinde temel kiitliphaneler olarak 6ne ¢ikmaktadir. Pandas kiitliphanesi,
veri igleme ve analiz etmek icin, Numpy kiitliphanesi ise ¢ok boyutlu diziler ve matrisler
tizerinde matematiksel islemler gerceklestirmek i¢in kullanilmistir.

RNN modeli i¢in Keras kiitiiphanesi i¢inde yer alan SimpleRNN katmani, LSTM modeli
icin ise LSTM katmani secilmis ve bu katmanlarda 50 néron kullanilmistir. Yapilan
programlama islemleri Anaconda dagitim paketinde yer alan Jupyter Notebook ortaminda
gelistirilmistir.

ANFIS modeli, MATLAB® R2013a programinda c¢alistirilmistir. Programda bulunan
MATLAB® Neuro-Fuzzy Designer uygulamasi kullanilmistir. Sugeno tipi bulanik ¢ikarim
sistemi segilmistir. Uyelik fonksiyonu olarak giris icin iki gauss fonksiyonundan olusan
tiyelik fonksiyonu (gauss2mf), ¢ikis i¢cin dogrusal iiyelik fonksiyonu (linear) seg¢ilmistir [13].
Sekil 5’te Qi(t) i¢in olusturulmus 3 kiimelemeli modelin yapis1 verilmistir.

Anfis Model Structure - o %

input inputmf rule outputmf output

Logical Operations.

Sekil 5. MATLAB® arayiiziinde, Q(t) igin olusturulmus 3 kiimelemeli ANFIS model mimarisi.

A. Tekrarlayan Sinir Agt (RNN)

Tekrarlayan Sinir Aglar1 (RNN), siral1 veri isleme yetenekleri ile taninan bir yapay sinir
ag1 (ANN) tirtidiir. RNN'ler, onceki adimlarin bilgilerini hatirlayarak ve bu bilgileri
kullanarak sonraki adimlar1 tahmin ederek calisir. Bu yetenekleri, zaman serisi verilerinde
dogrusal olmayan iligkileri yakalamalarin1 saglar. RNN'in temel yapi1 tasi, dongiisel bir
baglantiya sahip olan hiicrelerdir. Hiicreler, girdi verilerini ve dnceki adimin ¢iktisini alarak
giincel durumu hesaplar. Boylece, zaman i¢indeki bagimliliklart modellemek miimkiin olur
[15]. RNN’in klasik mantig1, asagidaki (1) ve (2) numarali denklemlerle ifade edilir [16]:
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he = fu(xe, heq) = Qoh(WTht—l + UTxt) M
Ye = fo(he, %) = 9, (VT hy) )

Denklemde x;, (t) zamanindaki girisi, h; gizli durumu ve y; ¢ikisi ifade eder. Alt indisler
zaman degiskenini belirtir. 11k olarak, bir dnceki zamandaki gizli durum (h._;) ile su anki
zamanin girdisi (x¢), kendi agirhklar1 WT ve UT ile birlestirilir. Denklem (1)’de, dogrusal
olmayan bir fonksiyonla (genellikle tanh veya sigmoid) doniistiiriiliir ve yeni gizli durum (hy)
elde edilir. Denklem (2)’de, gizli durum (h,), VT agirlig1 ile ¢arpilarak bir dogrusal olmayan
fonksiyonla islenir ve nihayetinde sonug¢ (y;) olarak kabul edilir. Model, ge¢misteki gizli
durumlar1 dikkate alarak kisa stireli bellek 6zelligi kazanir ve gelecekteki cikislart tahmin
eder. Onceki durumlar su anki durumu etkileyerek, zaman serisi verilerinde etkili bir sekilde
kullanilabilir.

RNN modellerinin karsilasilan en biiyiilk zorluklardan biri, uzun bagimmliliklarin
modellenmesinde zorluk ¢ikaran gradyan kaybolmasi problemidir [5]. Bu problemi agmak
icin, daha ileri RNN tiirii olan LSTM gibi daha gelismis modeller iizerine ¢alisilmaktadir
[15][23].

B. Uzun Kisa Stireli Bellek (LSTM)

Uzun Kisa Siireli Bellek (LSTM) aglar, tekrarlayan sinir aglarinin (RNN) bir ¢esidi olup,
uzun vadeli bagimliliklar1 6grenme kapasitesine sahip olacak sekilde tasarlanmistir. Bu
tasarimlariyla, hidrolojik modellemede dogrusal olmayan ve karmasik siiregleri 6grenme
konusunda gii¢lii bir potansiyele sahiptir [26]. LSTM'ler, zaman serisi verilerinde ge¢misteki
onemli bilgileri unutmadan hatirlayabilen hiicre yapilari igerir. Bu yapi, girdi, ¢ikt1 ve unutma
kapilart ile kontrol edilir [16]. Asagidaki (3), (4), (5), (6), (7) ve (8) numarali denklemlerle
ifade edilir:

9 = o(Ugxy + Wyh_q + by) 3)
ir = o(Uix; + Wihy_1 + by) @)
¢; = tanh(U.x; + W h._, + b,) )
Ct = gt * Ct—q1 T 1t * C¢ (6)
0 = 0(Upxe + Wyohe_q + by) (7
h: = o, * tanh(c;) (8)

LSTM hiicrelerinin isleyisi, ¢esitli kapilar araciligiyla 6nceki ve mevcut bilginin nasil
islendigine dayanmaktadir. Unutma kapis1 (g;), 6nceki hiicre durumunun (c;_;) unutulacagi
kismin1 belirler ve sigmoid fonksiyonu ile hesaplanir. Giris kapist (i;), yeni bilginin hiicre
durumuna ne ol¢giide eklenecegini belirler ve yine sigmoid fonksiyonu ile hesaplanir. Giris
modiilasyon kapisi (€;), yeni bilginin aday degerlerini olusturur ve tanh fonksiyonu ile -1 ile
1 arasinda de§er doner. Hiicre durumu (c;), unutma kapisi ve giris kapisinin ¢iktilari
kullanilarak giincellenir. Cikis kapisi (o), hiicre durumundan hangi bilgilerin gizli duruma
(h;) doniistiiriilecegini belirler ve sigmoid fonksiyonu ile hesaplanir. Son olarak, gizli durum
(hy), ¢ikis kapisinin degeri ve giincellenmis hiicre durumu kullanilarak tanh fonksiyonuyla
elde edilir. Bu yapi, LSTM hiicrelerinin zaman serisi verilerindeki uzun vadeli bagimliliklari
Ogrenmesini saglar.

Geleneksel bir RNN hiicresinde, yalnizca bir i¢ durum (h;) vardir (Sekil 6a), LSTM'de ise
bilgi depolanabilecek ek bir hiicre hafizasi (c;) ve hiicresi igindeki bilgi akisini kontrol eden
kapilar (Sekil 6b'deki ii¢ yuvarlak harf) vardir [15].
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Sekil 6. (a) RNN hiicresinin i¢ yapist: h; gizli durumu ve x, zaman adimindaki girdi i¢in kullanilir,
(b) LSTM hiicresinin i¢ yapisi: g unutma kapisini, i giris kapisini, o ¢ikis kapisini, h; gizli
durumu ve ¢ hiicre durumunu zaman adiminda temsil eder [19].

C. Uyarlamali Ag Tabanli Bulanik Cikarim Sistemi (ANFIS)

Uyarlamali Ag Tabanli Bulanik Cikarim Sistemi (ANFIS), bulanik mantik ve yapay sinir
aglarinin (ANN) gii¢lii yonlerini birlestiren bir modeldir. Bu model, insan bilgisini ve veri
setlerini kullanarak girdi-gikti eslemesi yapar. ANFIS, hibrit bir 6grenme prosediirii
kullanarak dogrusal olmayan fonksiyonlar1 modelleyebilir, kontrol sistemlerinde dogrusal
olmayan bilesenleri tanimlayabilir ve kaotik zaman serilerini tahmin edebilir [17]. Bir tiir
yapay sinir ag1 olan ANFIS, Takagi-Sugeno bulanik ¢ikarim sistemine dayanmaktadir [1].
Takagi-Sugeno bulanik model ¢iktisi, tiim kural ¢iktilarinin agirlikli ortalamasidir. Kural
ciktilar1, girdi degiskenlerin ve bir sabitin dogrusal kombinasyonudur. Asagida, li¢ girigli bir
Takagi-Sugeno sistemi i¢in EGER-O ZAMAN (IF-THEN) kurallarinin bir agiklamasi
bulunmaktadir [24].

Kural 1 - EGER x, A ise ve y, Bi ise ve z, Ci ise O ZAMAN fi=p1 x+q1 y+Tiz+s1.
Kural 2 - EGER x, Az ise ve y, Bz ise ve z, C2 ise O ZAMAN fr=p: x+qp y+r2z+s2.
Kural 3 - EGER x, As ise ve y, B3 ise ve z, C3 ise O ZAMAN f3=p3 x+q3 y+T3z+s3.

Burada, kiimedeki girdiler x, y, z olarak gosterilmistir; dilsel etiketler Ai, Bi, Ci; sonug
parametreleri pi, i, ti ve ¢ikti bulanik iiyelik fonksiyonlar fi ile temsil edilmistir. Baglantili
noronlarinin bes katmani, benzer igleve sahip yapay sinir aglarin1 gosteren tipik ANFIS
tasarimini olusturur. Sekil 7°de wi noronlarin agirliklarimi, wi ise normallestirilmis
agirliklarini temsil eder [24].

[Kkatman 1 Katman 2| [Katman3]| [Katman4| [Katmans
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Sekil 7. ANFIS modelinin bes katmanli yapisini gostermektedir [24].

Katman 1: Bu katmanda, her giris degiskeni (x, y, z) liyelik fonksiyonlarina (Ai, Bi, Ci)
dontistiiriliir. Her diigiim, giris degiskenlerinin bulanik degerlerini hesaplar ve bu degerler
tiyelik dereceleri olarak adlandirilir.

Katman 2: Bu katmandaki diiglimler (mw) giris sinyallerini c¢arparak kuralin agirlik
noronlarini (wi) hesaplar.

Katman 3: Normalizasyon katmani olarak bilinen bu katmanda, her bir kuralin agirlik
noronlar1 normalize edilir (N). Katmanindaki ndéronlar sabittir ve bu katmandaki tiim
ndronlarin agirliklar: kullanilarak normallestirilir.

Katman 4: Bu katmanda, normalize edilmis agirlik ndronlart ve giris degiskenleri
kullanilarak kural ¢iktilar1 (fi) hesaplanir. Her diigiim, bir kuralin sonucunu hesaplar ve bu
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sonuclar dogrusal kombinasyonlar seklindedir.
Katman 5: Sonug katmanidir, tiim kural ¢iktilar1 toplanarak modelin ¢iktisi (f) bulunur.
D. Performans Metrikleri

Yapay sinir aglarmin  (ANN) performansi, kullanilan verilerin 6lgeklenmesine
(normalizasyon) yakindan baglidir [8]. Normalizasyon, veri setindeki dagilimi diizenler ve
farklt birimlerdeki parametrelerin ayni Olgek ile degerlendirilmesini saglar. Bu sayede,
ANN’nin girdi setinde bulunan asir1 u¢ degerlerin tahmin performansini olumsuz etkilemesi
onlenir ve agin 6grenme siireci daha verimli hale gelir. Ozellikle, ANN'lerin kesin degerlerle
calismasi, 0 ¢arpaninin ezberlenmesine ve sabit ¢ikti iiretmesine yol acgabilir. Yagis veri
setinde ¢ok¢a 0 degerinin olmasi sebebiyle, agin ezberlemesini 6nlemek icin veriler 0.1 — 0.9
araliginda ol¢eklendirilmistir. Normalizasyon islemi i¢in denklem (9) kullanilmistir [27].

x' = 0.8 2LEmin_ 4 01 ©)

Xmax~Xmin

Burada x normallestirilmis degeri temsil eder, x; ise orijinal veriyi ifade eder. X, ve
Xmax Sirastyla veri setindeki minimum ve maksimum degerlerdir.

Hatalarin Karesinin Ortalamasinin Karekokii (RMSE), model hatalarmin biiyiikliiglinii
Olcer. Diisiik degerler, modelin tahminlerinin gézlemlenen degerlere yakinligin1 gosterir.
Formiilii denklem (10)’da verilmistir:

1
RMSE = \];Z?(Qobs - Qsim)2 (10)

Burada n veri adeti, Qo5 gézlemlenen debi ve Qg;,,, tahmin edilen debi degeridir.

Belirleme Katsayis1 veya Pearson Korelasyon Katsayisinin Karesi (R? veya r?) iki
degisken arasindaki dogrusal iliskinin ne kadarinin agiklanabildigini gosterir. R? degeri 0 ile
1 arasinda degisir. Formiilii denklem (11)’de verilmistir:

2 _ Ee-00-9)"
Z(x—0)? L(y-7)?

R (11)

Burada x ve y degiskenlerin degerleri, X ve y ise degiskenlerin ortalama degerleridir.

Nash-Sutcliffe Verimliligi (NSE), gozlemlenen degerlerin ortalamasina gore tahmin edilen
degerlerin ne kadar iyi oldugunu gosterir. NSE degeri 1'e yaklastikca modelin uyumu artar.
Formiilii denklem (12)’de verilmistir:

Z?(Qobs‘Qsim)z
NSE =1 — =
Z?(Qobs‘Qobs)Z

(12)

Burada n veri adeti, Qs gdzlemlenen debi, Qg tahmin edilen debi ve Qs gdzlemlenen
degerlerin ortalamasidir.

Kling-Gupta Verimliligi (KGE), gozlemlenen ve tahmin edilen degerlerin benzerligini
ifade eder. KGE degeri 1'e yaklastikga, iyi kabul edilir. Formiilii denklem (13)’te verilmistir:

KGE=1- Jr—-12+(@-1)2+B -1 3

Burada r Pearson korelasyon katsayisi, a simiile edilen ve gozlemlenen veri setlerinin
standart sapmalarinin orani,  ise ortalama degerlerin oranidir.
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III. BULGULAR

Bu ¢alisma kapsaminda, Terme Cay1 havzasinda D22A002 numarali AGI i¢in 01.02.2022-
30.09.2022 tarihleri arasinda gozlemlenen giinliik ortalama debilerin (m?/s) tahmin edilmesi
icin RNN, LSTM ve ANFIS derin 6grenme yontemleri ile modeller olusturulmustur.
Modellerde havzanin giinliik toplam yagis miktar1 ile D22A143 numarali ve D22A002
numarali AGI’de &lgiilen giinliik ortalama debi veri setleri kullanilmustir.

Modellerin girdi katmaninda bulunan bir giin Oncesinin (t-1) yagis verisi [P(t-1)],
D22A143 numarali AGi'nin debi verisi [Q2(t-1)] ve D22A002 numarali AGI'nin debi verisi
[Qi(t-1)] ile ¢ikt1 olarak istenilen D22A002 numarali AGi'ye ait (t) giiniiniin debi verisi
[Q1(t)] arasindaki iliskiyi gosteren korelasyon 1s1 haritasi Sekil 8’de verilmistir.

1.0
0.8
Z. 0.21 206
o
-0.4
P(t-1) Q:(t-1) Qa(t-1) a(t)

Sekil 8. Girdiler [P(t-1), Qa(t-1), Qi(t-1)] ile ¢ikt1 [Q1(t)] veri seti arasindaki iliskiyi gosteren
korelasyon 1s1 haritasi.

Is1 haritast incelendiginde, Qi(t) ile Qi(t-1) arasindaki korelasyon 0.64, Qi(t) ile Qz(t-1)
arasindaki korelasyon 0.66 olarak belirlenmistir. Bu durum, dnceki giin debi degerlerinin
giincel debi iizerinde etkili oldugunu, iki ardil istasyonun hidrolojik olarak birbirleriyle ilintili
oldugunu ve bir istasyondaki debi degisimlerinin diger istasyondaki degisimleri tahmin
etmede kullanilabilecegini gostermektedir. Qi(t) ile P(t-1) arasindaki korelasyon 0.21 olup,
bu da Onceki giiniin yagis miktarinin gilincel debi iizerindeki etkisinin siirli oldugunu
gostermektedir.

Modeller sonucunda ¢ikt1 olarak D22A002 numarali AGI igin giinliik ortalama debi (m?/s)
degerleri iiretilmistir. Bu {iretilen tahminler i¢in, performans metrikleri hesaplanmis ve
gorseller olusturulmustur. Hesaplanan performans metrikleri Tablo 4°te, olusturulan gorseller
ise Sekil 9’da ve Sekil 10’da verilmistir.

TABLO 4
Hesaplanan performans metrikleri.

RNN LSTM ANFIS

RMSE 12.811 12.731 11.109
R? 0.623 0.628  0.604
NSE 0.555 0.561  0.588
KGE 0481 0.489 0.590

Tablo 4 incelendiginde, RMSE degerleri modellerin tahminlerinde belirli bir hata pay1
oldugunu ve iyilestirilmeleri gerektigini gostermektedir. En diisik RMSE degerine sahip
model ANFIS'tir. R? degerlerinde, LSTM modeli veri varyansimin %63 iinii agiklarken, RNN
modeli de benzer bir performans sergilemektedir. ANFIS modelinin R? degeri digerlerinden
diistiktiir. NSE degerlerine gore, ANFIS modeli gozlemlenen verilerle daha uyumludur,
ancak performansi iyilestirilebilir. KGE degerlerine gére, ANFIS modeli genel performans
acisindan en iyi sonucu vermistir.
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Sekil 9. (a) RNN, (b) LSTM ve (c) ANFIS modellerinin, zaman igerisindeki debi (m?/s)
degisimlerini nasil yakaladiklarin1 gdsteren zaman serisi grafikleri.

RNN (Sekil 9a) ve LSTM (Sekil 9b) modellerinin zaman serisi grafikleri incelendiginde,
her iki modelin de genel trende uyum sagladig1 ve diisiik ile orta debi degerlerinde gercek
degerlere yakin sonuglar verdigi goriilmiistiir. Ancak, ani yiikselme noktalarinda tahmin
performanslar1 diismektedir. RNN, kisa vadeli bellek yapist nedeniyle ani degisimleri
yakalamakta zorlanirken, LSTM dalgalanmalar1 daha iyi yakalamakta fakat bazi hatalar
yapmaktadir. ANFIS modelinin zaman serisi grafigi (Sekil 9c) ise debi degisimlerini en iyi
yakalayan modeldir ve 6zellikle diisiik ve orta debi degerlerinde yiiksek dogrulukla tahminler
yapmaktadir. Yiksek debi degerlerinde de diger iki modele gore daha iyi sonuglar
vermektedir. Degerlendirme sirasinda ANFIS modelinin anormal degerleri (9 adet)

temizlenmistir.
(a) (b) (c)
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Sekil 10. (a) RNN, (b) LSTM ve (c) ANFIS modelleri i¢in ger¢ek ve tahmin edilen debilerin
(m*/s) dagilimimi gosteren sactlim grafikleri.

RNN (Sekil 10a) ve LSTM (Sekil 10b) modellerinin sagilim grafikleri, diisiik debi
degerlerinde (0-40 m?/s) basarili tahminler {rettiklerini, ancak orta ve yiiksek debi
degerlerinde (40 m?/s ve iizeri) tahmin hatalarinin arttigin1 gdstermektedir. Ozellikle 60 m?/s
ve lizeri degerlerde tahminler gercegin altinda kalmistir. LSTM modeli RNN modelinden
biraz daha iyi performans gosterirken, yliksek debi degerlerinde her iki modelin de
iyilestirilmesi gerekmektedir. ANFIS modelinin sa¢ilim grafigi (Sekil 10c) diisiik debi
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degerlerinde c¢ok basarili, orta debi degerlerinde genel olarak dogru tahminler yaptigini,
yiiksek debi degerlerinde ise tahmin hatalarinin arttigini ancak RNN ve LSTM modellerine
gore daha diisiik seviyelerde oldugunu gostermektedir. ANFIS modelinin performans
metrikleri, modelin genel olarak iyi performans gosterdigini ve yiiksek debi degerlerinde
diger modellere gore daha tutarli tahminler yaptigini ortaya koymaktadir.

IV. SONUC VE ONERILER

Korelasyon analizi, debi tahminlerinde 6nceki donem debi degerlerinin 6nemli oldugunu,
yagisin etkisinin ise daha sinirh kaldigini gostermistir; yagis veri seti korelasyonunun diisiik
olmasi, ham CHIRPS veri seti kaynakli olabilecegi belirlenmistir.

RNN modeli, diisiik ve orta debi degerlerinde basarili tahminler yapmis, ancak yiiksek
debi degerlerinde performansi diigsmiistiir; performans metrik degerleri, RNN modelinin orta
seviyede bir performans sergiledigini gostermektedir. LSTM modeli, genel olarak RNN
modeline gore daha iyi performans gostermistir; diisiik ve orta debi degerlerinde basarili
tahminler yapmis, ancak yliksek debi degerlerinde bazi sapmalar gostermistir. Performans
metrik degerleri, LSTM modelinin veri varyansini daha iyi a¢ikladigimi ve gozlemlenen
verilerle daha uyumlu oldugunu goéstermektedir. ANFIS modeli, diger iki modele kiyasla en
yiiksek performansi sergilemistir; diisiik, orta ve yiiksek debi degerlerinde en tutarli ve dogru
tahminleri yapmistir. Performans metrik degerleri, ANFIS modelinin tahminlerinin en az hata
icerdigini, veri varyansin iyi acikladigini ve gozlemlenen verilerle en uyumlu model
oldugunu gostermektedir.

ANFIS modelinin en yiiksek NSE degerine sahip olmasina ragmen en diisiikk R*> degerine
sahip olmasi, modelin genel olarak gozlemlenen verilerle iyi bir uyum sagladigini, ancak
dogrusal iligkileri yakalamada yetersiz kalabilecegini gostermektedir. Ayrica, NSE metrigi
ekstrem degerleri daha fazla dikkate aldigi i¢in ANFIS modelinin ekstrem degerlerdeki
performansinin diger modellere gore daha iyi oldugunu ortaya koymaktadir.

Sonuglar, c¢alismada kullanilan ANFIS yoOnteminin gelecekteki debi tahminlerinde
uygulanabilir oldugunu ortaya koymustur. Ayrica, RNN ve LSTM modellerinin de
gelistirilmesi durumunda onemli bir potansiyele sahip oldugu gosterilmistir. Sonuglar,
CHIRPS veri setinin, yagis Ol¢iimleri i¢in yeterli yer istasyonu bulunmayan bdlgelerde
kullanilabilecegini, ancak miimkiin oldugunca yerel yagis dlciim verileri ile kalibre edilmesi
gerektigini gdstermektedir.

Bu calismanin bulgularina dayanarak, derin O0grenme yontemleriyle debi tahmin
modellerinin performansini artirmak ve su kaynaklart yonetiminde daha etkili kararlar almak
i¢cin daha genis zaman araliklarini (6rnegin 10 yillik, 30 yillik) ve daha kapsamli veri setlerini
(6rnegin sicaklik, buharlasma, nem) kullanarak modellerin performansinin artirilabilecegi
sOylenebilir. Modellerde yiiksek debi degerlerinde tahmin hatalarinin arttigr gézlemlenmistir,
bu nedenle ekstrem olaylarin egitim siireclerinde daha fazla dikkate alinmasi ve model
yapilandirmalariin bu dogrultuda optimize edilmesi gerekmektedir. Mevsimsel ve bolgesel
farkliliklarin dikkate alinmasi da model performansina olumlu etkisi olacaktir.

Gelecekteki debi tahminlerini iyilestirmek icin, ara katmanlar ve ndron sayis1 gibi model
yapilandirmalarinin yani sira, iterasyon miktari, iiyelik fonksiyonlar1 ve algoritmalarin da
degistirilmesi miimkiindiir. Calismada kullanilan modellerin her biri farkli giiglii yonlere
sahiptir ve hibrit modellerin kullanilmasi ile elde edilen sonuglarin ¢esitli performans
kriterleriyle degerlendirilmesi, daha basarili sonuglar saglayan modellerin belirlenmesine
yardimei olabilir.
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Abstract: A rigorous theoretical investigation has been made on the nonlinear propagation of
self-gravitational perturbation (SGP) mode in a degenerate quantum plasma system consisting
of ultra-relativistic degenerate electrons and extremely heavy nuclei. The well-known
reductive perturbation technique has been used to examine the propagation of this perturbation
mode. The nonlinear dynamics of the SGP mode in planar geometry is governed by the
Korteweg-de Vries (K-dV) equation with negative dispersion coefficient. The solution of the
K-dV equation has been obtained and has also been analysed numerically to identify the salient
features of self-gravitational solitary waves (SGSWs) that may form in such a plasma system.
The implications of our results in astrophysical compact objects like white dwarfs and neutron
stars, where degenerate quantum plasma exists, are briefly discussed.

Keywords: Solitary waves, Self-gravitational perturbation, Degenerate quantum plasma,
Relativity

I. INTRODUCTION

Classical plasmas are those in which the quantum nature of the constituent particles does
not affect the macroscopic dynamics of the plasma. Classical plasmas behave macroscopically
and obey the laws of classical mechanics. Classical plasmas enter into the regime of quantum
plasma when the particle number density of classical plasma increases or its temperature
decreases and in this case the quantum nature of the constituent particles starts to affect its
macroscopic properties and dynamics.

Under extremely high pressure, ordinary matter undergoes degenerate matter which are
supported mainly by quantum mechanical effects. In physics, if two states have the same
energy and are thus interchangeable then the states are known as degenerate states. When the
quantum degeneracy of matter becomes significant [1] due to Pauli’s exclusion principle then
the plasma system becomes degenerate quantum plasma. White dwarfs and neutron stars are
the examples of degenerate quantum plasma, where the number density is very high [2-8].
Neutron star is a mixture of electrons, nucleons, and extremely heavy nuclei/element [9-11].
Self-gravitational pressure counterbalances the degenerate pressure of electrons for
astrophysical compact objects like white dwarfs and neutron stars.

The pressure balance equation for ultra-relativistic limit [2-4] can be written as P, = K,n},
where y = 4/3 and K, = 3hc/4 ; P. is the degenerate pressure of electrons; 7. is the number
density of degenerate electrons; Keis the constant of proportionality.

A significant number of authors [12-21] have been studied the propagation of electrostatic
waves in degenerate quantum plasma. Marklund and Brodin [12] examined the response
(linear) of the quantum plasma in an electron-ion system. Their results are applicable for both
solid density plasma and astrophysical plasma. Shukla and Eliasson [13] examined the dark
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solitons and vortices in quantum electron plasmas. Their results are applicable for the transport
of information at quantum scales in microplasmas. Mahmood et al. [17] investigated the
nonlinear propagation of ion acoustic wave in a homogeneous magnetized electron-positron-
ion plasma. Michael et al. [19] studied ion-acoustic (IA) shock waves in a magnetized, five
component cometary plasma consisting of positively and negatively charged oxygen ions,
kappa described hydrogen ions, hot solar electrons and slightly colder cometary electrons.
Manfredi [21] illustrated several mathematical models to describe the dynamics of a quantum
plasma in the collision-less regime.

To the best of the authors knowledge, no investigation has been made of nonlinear waves
associated with the self-gravitational solitary potential by considering a degenerate quantum
plasma system consisting of non-inertial ultra-relativistic degenerate electrons and inertial
heavy nuclei. Therefore, in this communication, we are interested in examining the SGSWs by
considering a degenerate quantum plasma system containing inertial heavy nuclei and ultra-
relativistic degenerate electrons.

The manuscript is organized in the following fashion: Section II contains the Governing
equations. Subsection 114 contains K-dV equation and its solution. Section III includes the
results and finally section I'V represents conclusion.

II. GOVERNING EQUATIONS

We consider the SGSWs propagating in a plasma system consisting of non-inertial ultra-
relativistic degenerate electrons and inertial heavy nuclei. At equilibrium, the electron number
density (n,() and the heavy nuclei number density (1) make the relation n,g = Z,ny, -

The dynamics of the ultra-relativistic degenerate electrons and the dynamics of the inertial
heavy nuclei can be expressed as

oni/® v
Ko =i = —mene -, (1)
onn 0 =0 2
2 13z (Mnun) =0, (2)
duy o dw _ 0w
ot +Un ax  ox’ (3)
a2y
9x2 = 4“G[mh(nh - nho) +m, (ne - neO)]- (4)

In the above equations, the self-gravitational potential is defined by {; the nucleus fluid speed
is expressed by uy; the electron number density is defined by n,; the heavy nucleus number
density is denoted by ny; the rest mass of electron and heavy nucleus are defined by m, and
m,, respectively; the space variable and time variables are expressed by x and t respectively;
K, = 3hc/4; G is the universal gravitational constant; n, and n, are the unperturbed number
densities of nondegenerate heavy nuclei and degenerate electrons, respectively.

In the abovementioned plasma model, the ultra-relativistic degenerate electrons provide the
restoring force and the heavy nuclei provides the inertia. The continuity and momentum
balance equation for electron is unnecessary because we get the value of ne directly from Eq.

(D).
A. K-dV Equations and its Solution

We consider the stretched coordinates [23-24]
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=e?(x -Vt
§=e'2(x—pt), } (5)

T=¢3t,

where € is a smallness parameter measuring the weakness of the amplitude or dispersion (0 <
€ < 1); V, is the phase speed of the SGSWs. Now expanding the dependent variables in power

series of €, we obtain

n,= npoten, V+e2n, @+ - - , ‘

n.=neoten,V+e2n, A+ - - , ? ©)
U= 0e uy D+ @4 oo ,

U= 0+eD+2P@+ - oo o )

Substituting Egs. (5) and (6) into Egs. (1) - (4), we obtain various equations in various powers
of €. Now, taking the coefficient of lowest order in €, we have

e
u, W = o (7
n
n,® = th P, (8)
3 2/3
n,® = — 21y, (9)
_ MpNpoK
% = Jomene (1
where K = 2Xe
Mme

If we take the coefficient of € for the next higher order we get the following equations
6n£,2) _ 6ngt/3 1) ap) | 3ng %% ay@

9& K2 9& K FI (11)
on® an® 5 @
—-1 a_}fl + o5 [nhouh(z) +ny, uh(l)] =0 (12)
dup,@® _ dup@ ) dup®  ay® _

at ZPY Un EY3 a8 0, (13)
o2yl @ @

ek 4nGlmpn,® + mn, @] =0. (14)

Now, using Egs. (7) — (14) and by performing some mathematical calculation, we deduce the
Korteweg-de Vries (K-dV) equation with the negative dispersion term in the form

ay® ) ay® a3y _

S5 tAV T+ B =0, (15)
where A and B are nonlinear coefficient and dispersion coefficient respectively, which are
given by

A=Ay xemene Ty | (16)

2Vp K“w Th
15
B=- 2%, (17)

with (l)]zh = 4”Gmhnh0.
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The stationary localized solution of Eq. (15) for a moving frame moving with a speed u, can
be written as

P = O Sec? @ (18)
where the amplitude y° and the width A are given by
Y0 =3uy/A and A = \g. (19)

Equation (18) discloses that the self-gravitational positive potential of amplitude ° = 3u,/A
and width A = \/iz exist only whenu, > 0. Itis observed that the amplitude ° of the SGSWs
0

increases as shock speed (ug ) increases while the width A decreases. The numerical analysis
of Eq. (15) is displayed in Figs. 1 — 5.

= Ngg = 1x1030
1.5x 108 —— Ngp =3x 10%°
Neg =6x 10%°
1.0x 108
5.0x%107
-2x10" -1x10" 0 1x10" 2x10"°

¢

Fig. 1: Variation of the solitary profile for different values of n,, . The other parameters
are fixed at ug = 0.05 cm/sec, Z, =37, and M), =85m, (m, represents the mass of proton).

2.5x10°
2.0x10°
1.5x10°
1.0x10°

5.0x108

0.0 0.2 0.4 0.6 0.8 1.0
Up

Fig. 2: Variation of the amplitude 1° with the solitary speed u,. The other parameters are
fixed at npy = 103°cm™3, Z, =37, and M), =85m,,.
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Fig. 3: Variation of the nonlinear coefficient A with electron number density n,, for Z, =37,

and My =85m,,.
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Fig. 4: Dispersion coefficient B versus n,, curve with Z, =37, and My, = 85m,,.
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Fig. 5: Variation of A? with solitary speed uy with n,, = 103%cm 3.
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III. RESULTS

The results obtained from our current investigation can be pinpointed as follows:

i) when uy > 0, the SGSWs have positive potential only.

ii) the amplitude of the SGSWs increases as the electron number density increases.
iii) the width of the SGSWs decreases as the electron number density increases.

iv) the amplitude of the SGSWs has linear relation with u,.

v) the nonlinear coefficient varies inversely with the electron number density.

vi) the width of the SGSWs negatively increases with the solitary speed.

vii) the dispersion coefficient B increases as the electron number density decreases.

iv. CONCLUSION

We have studied the propagation of the solitary waves associated with the self-gravitational
potential in a degenerate quantum plasma system consisting of ultra-relativistic inertialess
degenerate electrons and inertial nondegenerate heavy nuclei. We have obtained the solution
of K-dV equation and have also numerically analyzed to found the basic properties of SGSWs.
We expect that our findings will be useful in understanding the salient features of the solitary
self-gravitational potential in degenerate quantum plasmas, which exist in astrophysical

compact objects like white dwarfs and neutron stars.

REFERENCES

[1] Yu. O. Tyshetskiy, S. V. Vladimirov and R. Kompaneets, “Unusual physics of quantum

plasmas,” Voprosy Atomnoj Nauki i Tekhniki, Vol. 46, pp. 76-80, 2013.

[2] S. Chandrasekhar, “The density of white dwarf stars”, The London, Edinburgh, and
Dublin Philosophical Magazine and Journal of Science, Vol. 11, no. 70, pp. 592-596,

Feb. 1931.

[3] S. Chandrasekhar, “The maximum mass of ideal white dwarfs”, Astrophysical Journal,

Vol. 74, pp. 81, Jul. 1931.

[4] S. Chandrasekhar, “The highly collapsed configurations of a stellar mass”, Monthly

Notices of the Royal Astronomical Society, Vol. 91, pp. 456-466, Mar. 1931.

[5] S. Chandrasekhar, “An Introduction to the study of stellar structure”, Ciel et Terre, Vol.

55, pp. 412, 1939.

[6] S. Chandrasekhar, “Dynamical instability of gaseous masses approaching the
Schwarzschild limit in general relativity,” Physical Review Letters, Vol. 12, no. 15, pp.

437-438, Jan. 1964.

[7] S. Chandrasekhar and R. F.Tooper, “The Dynamical instability of the white-dwarf
configurations approaching the limiting mass,” Astrophysical Journal, Vol. 139, pp.

1396, May. 1964.

[8] A. A. Mamun, “Self-gravito-acoustic shock structures in a self-gravitating, strongly
coupled, multi-component, degenerate quantum plasma system,” Physics of Plasmas,

Vol. 24, no. 10, Oct. 2017.

101



[7]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

4" Global Conference on Engineering Research (GLOBCER '24)

S. A. Ema, M. R. Hossen and A. A. Mamun, “Planar and nonplanar shock waves in a
degenerate quantum plasma,” Contributions to Plasma Physics, Vol. 55,no. 7, pp. 551-
559, Aug. 2015.
W. F. El-Taibany and A. A. Mamun, “Nonlinear electromagnetic perturbations in a
degenerate ultrarelativistic electron-positron plasma,”Physical Review E-Statistical,
Nonlinear, and Soft Matter Physics,Vol. 85, no. 2, pp. 026406, Feb. 2012.
A. A. Mamun and P. K. Shukla, “Solitary waves in an ultrarelativistic degenerate dense
plasma,” Physics of Plasmas, Vol. 17, no. 10, pp. 104504, Oct. 2010.
A. A. Mamun and P. K. Shukla, “Arbitrary amplitude solitary waves and double layers
in an ultra-relativistic degenerate dense dusty plasma,” Physics Letters A, Vol. 374, no.
41, pp. 4238-4241, Sep. 2010.
S. L. Shapiro and S. A. Teukolsky, Black Holes, White Dwarfs, and Neutron stars, “The
Physics of Compact Objects,” Wiley, New York, 19832, pp. 119-123, 1983.
[12] M. Marklund and G. Brodin, “Dynamics of spin-1 2 quantum plasmas,”Physical
Review Letters, Vol. 98, no. 2, pp. 025001, Jan. 2007.
P. K. Shukla and B. Eliasson, “Formation and dynamics of dark solitons and vortices
in quantum electron plasmas,” Physical Review Letters, Vol. 96, no. 24, pp. 245001,
Jun. 2006.
F. Haas, “Variational approach for the quantum Zakharov system,” Physics of Plasmas,
Vol. 14, no. 4, pp. 042309, Apr. 2007.
M. A. Hossen and A. A. Mamun, “Nonlinear ion-acoustic waves in a degenerate plasma
with nuclei of heavy elements,” Physics of Plasmas, Vol. 22, no. 10, pp. 102710, Oct.
2015.
M. R. Hossen and A. A. Mamun, “Electrostatic solitary structures in a relativistic
degenerate multispecies plasma,” Brazilian Journal of Physics, Vol. 44, pp. 673-681,
Dec. 2014.
S. Mahmood, A. Mushtaq and H. Saleem, “Ion acoustic solitary wave in homogeneous
magnetized electron-positron-ion plasmas,” New Journal of Physics, Vol. 5, no. 1, pp.
28, Apr. 2003.
B. Hosen, M. Amina and A. A. Mamun, “Korteweg-de Vries-Burgers equation in a
multi-component magnetized plasma with nuclei of heavy elements,” Journal of the
Korean Physical Society, Vol. 69, pp. 1762-1770, Dec. 2016.
M. Michael, A. Varghese, N. T. Wilington, S. Sebastian, D. E. Savithri, G. Sreekala
and C. Venugopal, “Oblique i0-acoustic shock waves in a magnetized, multi-species
plasma,” In Journal of Physics: Conference Series, Vol. 836, no. 1, pp. 012007, Apr.
2017.
A. P. Misra and S. Samanta, “Quantum electron-acoustic double layers in a
magnetoplasma,” Physics of Plasmas, Vol. 15, no. 12, pp. 123307, Dec. 2008.
G. Manfredi, “How to model quantum plasmas,” Fields Inst. Commun., Vol. 46, pp.
263- 287, Apr. 2005.
A. P. Misra, S. Banerjee, P. K. Shukla and L. P. G. Assis, “Temporal dynamics in the
one-dimensional quantum Zakharov equations for plasmas,” Physics of Plasmas, Vol.
17, no. 3, pp. 032307, Mar. 2010.
P. K. Shukla and M. Y. Yu, “Exact solitary ion acoustic waves in a magnetoplasma,”
Journal of Mathematical Physics, Vol. 19, no. 12, pp. 2506-2508, Dec. 1978.
H. Washimi and T. Taniuti, “Propagation of ion-acoustic solitary waves of small
amplitude,” Physical Review Letters, vol. 17, no. 19, pp. 996, Nov. 1966.

102



L24
S 2
N
@) /A”:?” "
S gl
. WO & GLOBCER’24, 16-19 October 2024

o
¥ Conferenc®

Effects of Different Nitrogen Levels on Some Agronomical
Characteristics of Echinacea purpurea L. Moench.

Amir Soltanbeigi', Hasan Maral**

* hasmaral@kmu.edu.tr ORCID: 0000-0001-9074-1109
!Department of Basic Pharmaceutical Sciences, Faculty of Pharmacy, Afyonkarahisar Health Sciences
University, Afyonkarahisar, Tiirkiye
2 Karamanoglu Mehmetbey University, Vocational School of Technical Sciences, Karaman, Tiirkiye

Abstract: This study was carried out to determine the agronomic response of Echinacea
purpurea L. Moench to different levels of N (urea) and foliar application of some macro and
micronutrients in Afyonkarahisar Province, Tiirkiye. The experimental treatments were No:
without any application as the control, Ni: 75 kg ha™!, N2: 150 kg ha™! of N and N3: 75 kg ha™!
of N + foliar fertilizer). While the highest values of all properties examined were obtained at
the N2 treatment, the lowest values were observed in the control group. According to the results
of all five cuttings, the highest and lowest values of some yield components were as follows:
number of stem (43 and 20 no plant™), number of buds (20 and 8 no plant™!), number of flower
(37 and 18 number plant-1), essential oil ratio (0.22 and 0.16%), fresh bud weight (17 and 7 g
plant™), dry bud weight (3.6 and 1.6 g plant™), fresh flower weight (257 and 114 g plant™), dry
flower weight (60 and 27 g plant™), fresh leaf weight (352 and 146 g plant™), dry leaf weight
(82 and 35 g plant™), fresh stem weight (351 and 152 g plant™), dry stem weight (115 and 50
g plant™!), fresh herb weight (979 and 423 g plant™), dry herb weight (262 and 114 g plant™).
Also, the total yield of the plant in the 2" (1% cutting in 2" year) and 4™ cuttings (1* cutting in
3 year) was superior to other cuttings.

Keywords: Echinacea, Foliar fertilizer, Nitrogen, Yield

I. INTRODUCTION

Medicinal and aromatic plants have been used since ancient times to prevent and cure
diseases. In addition, while these plants were used as incense in religious ceremonies and
medicines in treatment in the past, today they are much more diversified and energized in
aromatherapy, pharmaceutical drugs, aromatherapy, herbal dyeing, landscape, perfume
industry, shampoos, detergents, soaps, candles, softeners, it is included in creams and lotions,
so everything we want it to smell good [1].

Asteraceae, which is the richest family of flowering plants, is represented by around 1000
genera and 20.000 species on earth.134 genera and 1156 species belonging to this family are
grown in Tirkiye. One of the members of this family, which has great economic importance,
is Echinacea species [2].

Echinacea (Echinacea purpurea L. Munch) is a medicinal and perennial herb which is
widely used in the pharmaceutical industry, especially in Europe and the United States [3]. The
genus Echinacea has 11 species, of those 3 species (E. angustifolia DC var. Angustifolia, E.
pallida Nutt and E. purpurea L. Moench) are used pharmaceutically. The most valuable parts
of E. angustifolia and E. pallid are their roots, while the whole of E. purpurea has medicinal
uses [3].
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The plant parts used in medicinal plants vary according to the species. In some species, all
herbs, in others, special plant parts such as root, flower and leaf are used. Echinacea is one of
the medicinal plants whose above and underground parts are used depending on the species,
and the quality of the drug varies according to the parts on the plant. The market of the plant
will be the whole plant herb according to its intended use, and there are also buyers who
demand only special parts such as leaves, flowers and roots. Quality is important in order to
benefit from medicinal and aromatic plants effectively. In medicinal and aromatic plants, the
amount of substances in the composition of the plant is as important [4]. For this reason, it is
important to determine the stages such as growing medicinal and aromatic plants, harvest time,
drying, extraction and where the bioactive components of the plant are found more. The type
and amount of bioactive components contained in Echinacea vary depending on various factors
[4, 5]. Medicinal and aromatic plants are strongly affected by environmental factors. These
factors influence the fresh and dry weight, as well as active substances of herbs. In this respect,
the use of chemical fertilizers and their different forms can increase the yield of active
substances and the main components of medicinal plants [6].

Nitrogen is an important factor affecting the quantity and quality of medicinal plants.
Numerous studies indicated that increased nitrogen can improve water use efficiency and
reduce the negative impacts of drought stress on plant growth in arid areas. However, nitrogen
nutrition is associated with drought stress tolerance and increasing nitrogen supply, the
physiological state and plant growth will be improved in response to reduced water availability
in the soil [7]. On the other hand, if the available nitrogen is less or higher than the optimum
amount for the plant growth rate, it will disrupt the vital and qualitative processes of the
medicinal plants, which may reduce or stop the reproductive growth [8]. The use of more
fertilizers leads to increased waste and, finally, pollution of living resources and the decreased
quality of medicinal plants by increasing the accumulation of nitrate in herbal products and soil
nitrate pollution.

Current study was carried out to determine the response of fresh and dry parts of Echinacea
to nitrogenous fertilizer and foliar fertilizer applied in different doses under Afyonkarahisar
conditions.

II. MATERIALS AND METHODS

Plant Material

The plant material used in the experiment consisted of young seedlings obtained from
Echinacea seeds, which have 85% germination capability and 100% purity. Echinacea seeds
were sowed in the greenhouse on 1 March 2016 in germination trays consisting of soil and peat
(1:1) and irrigated regularly. The first germinations were observed on 17 March 2016.

Experimental Location and Conditions

The experiment was conducted in the research area of Afyonkarahisar Medicinal and
Aromatic Plants Centre/Turkey (38° 46' N, 30° 30" E). The climate of this region is harsh and
moderately rainy. Most precipitation occurs in winter and spring. Summers are hot and dry and
winters are cold and snowy. Some meteorological data about the region are given in Table 1.

TABLE 1
Some local Meteorological data during 2016 to 2018
Temperature (°C)

Month/Year Minimum Maximum Mean
2016 2017 2018 2016 2017 2018 2016 2017 2018
January 28 -56 -14 5.7 1.2 7.3 1.1 24 22

104



4™ Global Conference on Engineering Research (GLOBCER’24)

February 24 -19 21 14.1 7.8 11.7 7.7 2.6 6.4
March 2.1 2.3 5 13.5 13.5 15.8 7.5 7.6 9.8
April 6.8 3.9 6.7 21.3 16.8 21.5 14 103 143
May 8.8 90 11.3 212 20.8 23.3 148 146 169
June 142 127 135 282 26 26.1 214 194 195
July 157 169 158 31.6 31.8 29.7 23.6 245 227
August 163 159 16.2 31 29.9 30.2 234 226 231
September 11.3 13.0 124 255 29.3 26 18.2 21 19.1
October 8.1 6.4 7.7 20.6 18.3 20.5 139 119 134
November 1.2 2.0 3.2 14.2 12.8 13.1 7.2 6.6 7.7
December -4 0.6 -0.5 3.1 10 5.8 -0.8 4.5 2.5
Month/Year Rain (mm) Average Re?/t:)v ¢ Humidity Insolation (h)
2016 2017 2018 2016 2017 2018 2016 2017 2018
January 63 39.7 37.1 71.6 78.2 75.4 86.2 64.1 92.8
February 125 1.3 197 633 68 69.4 140 102.6 73.2
March 482 292 453 593 58.9 58.1 142.1 135.7 129.6
April 31.5 439 155 497 55.8 47.8 241.4 178.3 228.4
May 60.1 0.6 80.1 60.5 64.8 60.1 185.5 123.7 161
June 13.8 322 1314 48.8 61 60.1 277.7 200.4 196.9
July 282 44 119 46.0 44.2 51.9 3122 2753 281.1
August 29.7 59.1 7.8 53.1 52.6 50.2 271.4 255.7 262.3
September 304 7.1 1.5 54.6 38.9 51 228.4 228.2 2344
October 6.7 383 372 579 60.3 65 179.9 153.1 182.4
November 28.1 285 447 582 68.8 70.1 152.6 127.3 107.1
December 425 247 84.1 74.8 73.6 82 748 952 57.1

Total 3947 309 5163

Source: Regional Directorate of State Meteorology

Treatments and Design

To carry out the field experiment, the field was plowed and soil samples were taken from 30
and 60 cm depths and analyzed (Table 2). The experimental design was arranged by using a
randomized complete block design with three replications. In the experiment, 4 different
fertilizer levels No: 0 fertilizer/control, Ni: 75 kg ha™!, Na: 150 kg ha! of N fertilizer and Ns:
75 kg ha! + foliar fertilizer was applied. The source of nitrogen fertilizer was 46% N. The
contents of the chemical characteristics of the foliar fertilizer were given in Table 3. When
Echinacea seedlings reached a certain level (with 8-10 leaves), they were transferred to the
field on May 16, 2016, with 50 x 60 cm plant density. Simultaneously with planting the
seedlings 2/3 of the N was applied at a depth of 5 cm to the root area. The remaining fertilizer
(1/3 N) was applied when the first buds appeared. In following years, half of N was applied at
the beginning of the growing season until the 1% cutting (% at the end of winter and Y% at the
beginning of the budding stage) and the other half was added after the 1% cutting (%
immediately after cutting and ' at the beginning of the budding stage). A drip irrigation system
was installed to ensure that all parcels receive equal amounts of water after planting.

The first foliar fertilizer was applied 77 days after planting and repeated two more times at
14-day intervals until cutting. Thus, the spraying of foliar fertilizer was done 3 times in each
cutting. Control of weeds was done by mechanical methods during the study.
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TABLE 2
Physico-chemical properties of experimental field soil at depth 30 and 60 cm
Properties 30 60 Elements 30 60
cm cm cm cm
Organic matter 0.34  0.27 Ca (ppm) 3952 4999
(%)
Total N (%) 0.10  0.08 Mg 624 747
(ppm)
Sand (%) 52.99 48.61 K (ppm) 344 307
Clay (%) 32.70 32.89 Na (ppm) 50 838
Dust (%) 1431 18.50 Fe (ppm) 1.07 1.08
Lime (%) 1.88  2.01 P(ppm) 73 49
EC (mS cm™) 0.15 0.17 Cu(ppm) 0.75 0.62
pH 844  8.74 Zn (ppm) 1.12  0.86
Mn 6.03  3.50
(ppm)
Soil class: sandy clay-loam
TABLE 3
The contents of chemical characteristics of the foliar fertilizer
Element (% vwh
Total N 9.2
Nitrate nitrogen (N) 4.4
Ammonium nitrate (N) 1.4
Urea nitrogen (N) 34
Water-soluble phosphorus pentoxide (P20s) 6.8
Water-soluble potassium oxide (K20) 18.2
B 0.10
Cu” (EDTA chelated) 0.021
Fe™ (EDTA chelated) 0.05
Mn® (EDTA chelated) 0.02
Mo 0.005
Zn" (EDTA chelated) 0.051
* pH range that chelate is stable: pH 2-11
** pH range that chelate is stable: pH 2-6.5

Harvesting

During this 3-year trial, a total of 5 cuttings were realized (Table 4). The cuttings were done
at the flowering stage of the plants. The plants were cut from 8-10 cm soil surface and weighed
for yield calculation. Then leaves, stems, flowers and buds were separated and weighed again.
Primary and secondary branches, flowers and buds were dried in a cabinet type drying cabinet
at 37 °C for 96 hours and weighed and recorded again.

TABLE 4
Cutting and foliar fertilizer application dates
1% year 2" year 3" year
Replication (2(1)51t6) nd (2017) 31 4 (2018) St Dosage
Cutting  Cutting  Cutting  Cutting  Cutting
1 1 Aug 22May 28 Aug 7May 20 Aug 300 ml 100 It!
2 15 Aug 5 Jun 11Sep 21May 3Sep  300ml 100 It!
3 29 Aug 19 Jun 25 Sep 4 Jun 17 Sep 300 ml 100 It!

Cuttings Date 24 Oct 31 Jul 30 Oct 17 Jul 10 Nov
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Isolation of Essential Oils

To isolate the essential oil of samples, 200 g of dried and powdered flowers were extracted
with 2000 ml of distilled water by a neo-Clevenger type apparatus. Hydro-distillation was
performed for 3 hrs. The obtained essential oils were dried over anhydrous sodium sulphate
and stored in amber vials at +4 °C [9].

Statistical Analysis

The obtained data were analyzed using the MSTAT-C computer software program. The
means of the applications were compared using the Least Reliable Difference method at the
0.05 probability level. Variance analysis was performed on the samples to determine the
variation of the fertilizer effects and cuttings number.

III. RESULTS AND DISCUSSIONS

Results of variance analysis for growth and yield parameters and essential oil content are
shown in Tables 5, 6 and 7. The influence of all the treatments was significant on every growth
parameter (Tables 5, 6 and 7).

Fresh and Dry Herb Weight

The effects of nitrogen doses on fresh plant weight were significant and positive. The highest
fresh herb weight was obtained at N2 nitrogen dose (979 g plant™). This value is 43.20% higher
than control parcels. Although 9% less fresh herb weight was obtained at the N3 dose compared
to the N2 dose, it was included in the same statistical group. The number of cuttings also
significantly affected the fresh plant weight. While the highest fresh plant weight was obtained
in the 2™ cutting with 1313 g plant™, this value was 21.93% higher than the 3" cutting with
the lowest fresh plant weight (288 g plant!) (Tables 5).

Dry herb weights results were similar to that of fresh herb weights. The highest dry herb
weight was observed at the N2 nitrogen dose with 262 g plant™. The lowest weight was also
obtained in control plots. The value obtained is 49.13% less than the highest value. Looking at
the number of cuttings, it is seen that the highest dry herb yield was 387 g plant™ in the 2"
cutting, and the lowest weight was 63 g plant! in the 3" cutting (Table 6). When Tables 5 and
6 are examined, it is seen that fresh and dry herb weights reach the highest value in the first
cutting of the 2" and 3™ year. Dry herb weight is directly related to fresh herb weight so similar
results were obtained for fresh and dry herb weight.

Kizil and Toncer [6] reported that the fresh herb weight of Echinacea ranged between 187.6-
264.3 g plant! and the dry weight varied between 76.2-106.6 g plant!. Tansi et al. [10], in a
study they conducted for 2 years, reported that the average weight of fresh herb in Echinacea
was 754.0-798.9 g plant! and the average dry herb was 240.1-245.4 g plant™'. Fresh herbage
weight 664.4 g plant™! and dry herb weight were reported as 164.81 g plant! by Kucukali [11].
The findings of the present study were higher than the mentioned researchers. This situation is
thought to be due to the fact that plant herb weight is significantly affected by fertilization,
harvest year, irrigation and the ecological region where it is grown.

Fresh and Dry Stem Weight

The effects of nitrogen doses on fresh and dry stem weight were significant. The highest
fresh stem weight was obtained as 351 g plant! at N2 dose. The N3 dose followed the N2 dose
with 326 g plant™! and was included in the same group. The lowest fresh weight (152 g plant™)
was obtained in the control plots and the value obtained is 43.30% less than the highest value.
Cuttings numbers had a significant effect on fresh and dry stem weight. The second cutting
with the highest fresh stem weight was 539 g plant™!, followed by the 4™ cutting with 476 g
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plant™!. The lowest fresh stem weights were obtained from 3™ and 5" cuttings 52 and 57 g,
respectively (Table 5).

The highest dry stem weight was again taken at the N2 dose, followed by the N3 dose. The
lowest dry weight was obtained in the control plots. The highest and lowest dry stem weight
difference is 43.47%. When Table 6 is examined, it is seen that the highest dry stem weight is
obtained in the 2" cutting with 188 g plant™!, while the lowest dry weight is obtained in the 3™
cutting with 11 g plant™.

In the second cuttings, with decreasing photoperiod, temperature, light quality and day-night
temperature difference may cause the vegetative growth of plants to slow down and thus yield
to decrease (Yilmaz, 2018 12). In this study to the lowest fresh and dry stem weight was
obtained from 3™ and 5™ cuttings. 3™ and 5™ cuttings are the second cuttings of the 2" and 3™
years (Tables 6). There has been no previous study on fresh and dry stem weight.

Fresh and Dry Leaf Weight

Nitrogen doses positively affected the fresh and dry leaf weight. The highest fresh leaf weight
was obtained at the dose of N2 with 352 g plant™!. 310 g plant™! of fresh leaves were obtained at
the N3 dose and it was in the same group with the N2 dose. The lowest fresh leaf weight with
146 g plant! was taken from the control plots. The highest and lowest difference in fresh leaf
weight is 41.47%. The highest fresh leaf weights were obtained in the 2™ and 4 cuttings as
386 and 385 g plant! respectively. The lowest fresh leaf weight was taken in 1% cutting and
the value obtained was 35.49% less than the highest value (Table 5).

The highest dry leaf weight results were obtained at the N2 dose, as was the fresh leaf
weight. The highest value obtained is 42.68% higher than the lowest value. Considering the
effects of the number of cuttings on dry leaf weight, it is seen that the highest weight was taken
in the 2™ cutting with 99 g plant™!, and the lowest in the 1° cutting with 28 g plant! (Table 6).

In the first cuttings, increasing the sunshine duration positively affects the development of
the plant, increasing the leaf area and dry matter accumulation. It has been reported that dry
herb and dry leaf yield increase with increasing sunshine duration or light intensity (Fernandes
et al., [13]. Our study supports the mentioned literature. Because the highest leaf weights were
obtained from the first cutting of the 2°¢ and 3™ years (Table 6).

Fresh and Dry Flower Weight

The effects of nitrogen doses on fresh and dry flower weight were significant. The highest
fresh flower weight was obtained at N2 nitrogen dose (257 g plant™). This value is 44.35%
higher than control parcels. The number of cuttings also significantly affected the fresh flower
weight. The highest fresh flower weight was obtained in the 4th cutting with 364 g plant™,
followed by the 2" cutting with 271 g plant™'. The lowest weight was obtained with 34 g plant”
Uin 3" cutting (Table 5).

As seen in Table 2, dry flower weight was taken from the highest N2 dose and the lowest
from the control plots. These values varied between 27-60 g plant™!. The difference between
the highest and the lowest value is 45%. Looking at the effects of the number of cuttings on
dry flower weight, it is seen that the highest values were obtained in the 2" and 4" cuttings 97
and 82 g plant™! respectively. The lowest values were taken as 7 and 9 g plant! in 3™ and 5™
cuttings, respectively (Table 6).

The most active ingredient ratio of Echinacea purpurea L. used in the pharmaceutical
industry is its flowers [14]. Especially, caffeic acid derivatives found in flowers are important
raw materials of the pharmaceutical industry [15]. Therefore, flower yield values are important.
Kizil and Toncer 2013 6 reported that fresh flower weight varied between 35.9-66 g plant™! in
their study. Kucukali [11] reported that fresh flower yield of E. purpurea was 214.82 g plant
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!, Chen et al., [16] determined that flower yield per plant ranged from 25.61 to 51.19 g plant.
Kucukali [11] reported that average of dry flower weight was 54.3 g plant™. Shalby et al., [17]
indicated that dry flower weight was 45 g plant™'. Chen et al., [18] dry flower weight varied
from 26.08 to 31.60 g plant!. The highest values of fresh and dry flower weights obtained in
our study are higher than the results of the researchers above. The lowest dry flower weight
values are lower. Chen et al., [16] E. purpurea is a cross-pollinated plant and tends to be self-
incompatible. Therefore, the large variability in its morphological and agronomic traits is not
unexpected. Tillering occurred in the second year and thalamus was formed per each branch.
Therefore, an increase in flower yields was observed in the 2™ and 3™ years. However, there
was a decrease in yields in the second cuttings of the 2" and 3™ years.

Fresh and Dry Bud Weight

The highest fresh and dry bud weight was observed in the N2 and N3 treatments at the same
statistical group. N1 and No treatments were also placed at the lower ranks. The highest (N2)
and lowest (Control) bud weight difference is 41.17%. The application of nitrogen element
amounts and its simultaneous consumption with foliar application of essential elements for
plant growth showed its additive effect in improving bud weight. The effect of cutting numbers
on bud weight was found to be significant. While the highest fresh and dry bud weights were
obtained from 1° and 4™ cuttings, the lowest values were obtained from 5® cutting (Table 5
and 6). Tansi et al. 2015 10 reported that the average fresh bud weight ranged from 26.2-32.1
g plant™! and dry weight varied between 14.1-16.3 g plant™ in their study for 2 years. Our results
are lower than the results of the mentioned researcher. This may be due to the fact that the
study areas are located in different ecological regions and applied cultural techniques.

Number of Stems Per Plant

The number of main and secondary stems per plant has changed significantly depending on
the applications. While the highest number of branches was obtained from N2 application with
43 number plant™!, 37 number plant! were obtained from the N3 application and they were
included in the same group. The control group with the lowest number of branches is 46.51%
less than the highest number of branches (Table 7). In this study, the number of branches per
plant obtained when the data were examined, it was seen that Echinacea responded positively
to nitrogenous fertilizers applied in high doses.

Yaldiz et al., [19] found that number of branch per plant was 13 per plant, Yesil and Kan
[20] reported that number of branches of E. purpure arranged from 9.5 to 26.6 per plant, Yarnia
et al., [20] determined number of branches values as 13.4 per plant. Kucukali [11] also reported
that the average of number of branch of E. purpurea was 9.20 per plant. Ault [22] reported that
well-drained, deep-structured, pH-neutral and alkaline soils will increase branching in
Echinacea. Mengel [23] reported that the soil properties of the plant, especially the organic
matter in the soil and the available nutrients and water will affect the number of branches.
When the soil analysis results of the area where the study was conducted are examined, it is
seen that the soil structure is alkaline (pH, 8.44 at 30 cm depth and 8.74 at 60 cm depth) (Table
2).

Number of Buds Per Plant

Treatments made significantly affected the number of buds per plant. While N2 application
reaches the highest number of buds with 20 number plant™, this value is 40% more than the
lowest number of buds (Control group). N1 dose was also in the same group with No dose with
9 number plant'. The number of cuttings also had a significant effect on the number of buds
per plant. The highest numbers of buds were obtained in the 2" and 4" cuttings as 21 and 18
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number plant™! respectively. The lowest number of buds was recorded from the 5" cutting with
7 number plant™! (Table 7). While the highest bud numbers were obtained from the first cuttings
of the 2™ and 3™ years, the lowest numbers were obtained from the second cuttings of the same
years. The application of nitrogen element amounts and its simultaneous consumption with
foliar application of essential elements for plant growth showed its additive effect in improving
bud number. In the research of Isazadeh Hajagha et al., [24] the number of buds increased with
the addition of different sources of fertilizer. Tans1 et al., [10] reported in their study that the
number of buds varied between 19.7-27.4 number plant™.

Number of Flowers Per Plant

Significant differences were determined between nitrogen doses for number of flower. While
the highest number of flowers (37 number plant!) was obtained at the N2 dose, the N3 dose
followed it with 33 number plant”! number plants and was included in the same statistical
group. The lowest number of flowers per plant was obtained from control parcels and the value
obtained is 48.64% less than the highest value (Table 7).

Kiictikali [11] reported that the number of flowers per plant in Echinacea ranged from 31.00
to 13.03 unit/plant. Kizil and Toncer [6] reported the number of flowers between 12.8 and 17.7
in their study. Tans1 et al., [10] reported that the number of flowers per plant varied between
27.2-30.4 in their study for 2 years. The results of the number of flowers per plant we obtained
as a result of this study are similar to Tansi et al., [10], one of the mentioned researchers, but
higher than the others. In Echinacea, the number of branches and flowers are directly related
to each other. It can be said that these parameters are affected by pre-flowering climatic data,
available water and nutrients in the soil. As a matter of fact, when Table 1 is examined, it is
seen that in 2018 when the highest number of flowers was obtained (4™ cutting), there was a
lot of rainfall in May and June, which is the period before flowering, compared to other years.
It can be said that this situation has positive effects on the number of flowers.

Essential Oil Content

The essential oil ratios of the plants cutting in full bloom ranged from 0.16-0.22%. While the
highest essential oil ratio was obtained at the N2 dose, the lowest ratio was obtained from the
control plots. Considering the effects of the cutting numbers on the essential oil ratio, it is seen
that in the first cutting of the 2" and 3™ years, the higher essential oil content was obtained
compared to the second cuttings (Table 7).

Yesil and Kan [20] found that the essential oils of Echinacea ranged from 0.25-0.36%. Sati
[25] found the highest rate of essential oil as 0.16% and the lowest rate of essential oil as 0.10%
in the first trial year and reported the highest rate of essential oil as 0.15% in the second trial
year. Ozcan [26] in a study conducted for two years, reported that the highest essential oil ratio
was obtained from plants harvested in full bloom in both the 1 and 2™ year (0.119% and
0.101%, respectively). Echinacea purpurea essential oil ratio is reported to vary between 0.08-
0.32% [27, 28]. The essential oil ratios we obtained from the experiment are similar to the rates
determined by the WHO and ESCOP monographs.

TABLE 5
Fresh weight per plant of different plant parts of Purple coneflower (g plant™!)
Fresh Fresh . . Fresh
Treatments Weight  Weight of Fresh Weight  Fresh Weight Weight of
of Bud Flower of Leat of Stem Herb
Nitrogen levels

No (Control / 0 N) 7b 114d 146 ¢ 152 ¢ 423 ¢
Ni (75 kg/ha) 10b 169 c 216 b 202b 599 b
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N2 (150 kg/ha) 17 a 257 a 352a 351a 979 a
N3 (75 kg/ha + F) 16 a 223 b 310 a 326a 882 a
Probability level ~ P<0.05 P<0.01 P<0.01 P<0.01 P<0.01
LSD % 5) 4.183 24.05 54.05 46.66 117.4
Cutting no
¥ Cut. (1* year) 16 a 140 b 137 ¢ 165 ¢ 459 b
2nd Cut. (2™ year) 12 ab 271 a 386 a 539 a 1313 a
34 Cut. 2" year) 11ab 34¢ 190 b 52d 288 ¢
4™ Cut. (3" year) 15a 364 a 385a 476 b 1247 a
5t Cut. (3 year) 8b 46 ¢ 184 bc 57d 296 ¢
Probability level ~ P<0.05 P<0.01 P<0.01 P<0.01 P<0.01
LSD % 5) 5.086 29.79 47.86 58.82 131.4
TABLE 6
Dry weight per plant of different plant parts of Purple coneflower (g plant™)
DW Dry Weight Dry Weight Dry Weight Dry Weight
Treatments Weight of Flower of of of Herb
of Bud Leaf Stem
Nitrogen levels
No (Control / 0 N) 1.6b 27d 35¢ 50b 114 ¢
Ni (75 kg/ha) 2.7b 41 c 51b 66 b 161b
N2 (150 kg/ha) 3.6a 60 a 82a 115a 262 a
N3 (75 kg/ha + F) 34a 52b 71 a 104 a 232 a
Probability level P<0.01 P<0.01 P<0.01 P<0.01 P<0.01
LSD % 5) 0.9037 6.892 11.64 15.93 31.01
Cutting no
1% Cut. (1% year) 33a 29¢ 28 ¢ 49 ¢ 110 ¢
2 Cut. 2™ year) 2.9 ab 97 a 99 a 188 a 387 a
31 Cut. 2™ year) 2.0 bc 7d 42 b 11d 63d
4™ Cut. (3" year) 34a 82 b 90 a 158 b 334b
5% Cut. (3" year) 1.6¢ 9d 41Db 14d 67d
Probability level P<0.01 P<0.01 P<0.01 P<0.01 P<0.01
LSD % 5) 1.104 7.57 11.45 17.98 35.09
TABLE 7
Essential oil content and numbers of stem, bud and flower of Purple coneflower
Number of Number of Number of Essential Oil
Treatments Stems Buds Flowers Content
number plant!  number plant!  number plant! %
Nitrogen levels
No (Control / 0 N) 20b 8¢ 18 ¢ 0.16 d
N1 (75 kg/ha) 25b 9c¢ 25b 0.17 ¢
N2 (150 kg/ha) 43 a 20 a 37 a 022 a
N3 (75 kg/ha + F) 37a 16 b 33a 0.20 b
Probability level P<0.01 P<0.01 P<0.01 P<0.01
LSD %s) 10.46 3.443 5.610 0.0009
Cutting no
1% Cut. (1% year) 165 ¢ 10b 14b 0.17 ¢
27 Cut. (2™ year) 539 a 21a 55a 0.21a
37 Cut. (2" year) 52d 9b 7c 0.18d
4™ Cut. (3" year) 476 b 18 a 58 a 0.19b
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5t Cut. (3™ year) 57d 7b 8 be 0.18 ¢
Probability level P<0.01 P<0.01 P<0.01 P<0.01
LSD %5 58.82 5.051 6.204 0.0008

IV. CONCLUSION

Echinacea is an important medicinal plant that has the potential for future consumption in
Tirkiye. It is an advantage that disease and pest problems are not encountered in Echinacea
cultivation and that it is easy to grow. However, considering the harvest and post-harvest
processes of the plant, a conscious culture should be done. It was determined that different
fertilizer treatments had significant effects on plant growth parameters. According to the results
of this study carried out with Echinacea under Afyonkarahisar conditions, it can be suggested
that as an alternative medicinal and aromatic plant in Afyonkarahisar and similar ecologies,
irrigation can be done in irrigated agricultural areas depending on the annual rainfall.
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Abstract In this study, effect of fumed silica on cutting carrying performance in spud type
drilling muds was investigated as detailed. Initially, characterization studies of materials were
conducted. Then, spud type drilling muds were prepared with different fumed silica added (wt.
0.50-2.5%). After this, borehole portion was designed and measurements and calculations were
conducted with dial readings (300 and 600 rpm), plastic viscosity, yield point, power law
consistency factor and flow behavior index. Finally, cutting carrying index of the muds were
calculated and fumed silica effect was evaluated. According to the results, it was determined
that fumed silica has positive effect on cutting carrying performance on spud type drilling
muds.

Keywords: Fumed Silica, Cutting Transport, Drilling Fluids, Drilling

I. INTRODUCTION

Drilling of petroleum, natural gas and geothermal water is most important methods achieve
to energy sources among primary energy production. There are many drilling methods,
however rotary drilling is come to front due to common usage. The rotary drilling method
consists of many parameters for the successful production of these energy sources. Among the
many parameters such as drilling bit, borehole design and formation structure, drilling mud is
one of the mainly parameters for drillings because of cost and impact on all of drilling period
[1,2].

Drilling muds are varying according to usage areas. However, the mainly ones are water-
based, oil-based and air-based. Water-based drilling muds are the most common in drilling
operations. In a general drilling well from beginning to end, differ type water-based drilling
muds such as spud, lignosulfonate and polymer are used according to progress and plan of
drilling [3].

Spud type drilling mud is used in beginning of drilling operations and contains basic and
economic additive materials. Mainly tasks of additive materials are stabilizing to flow
properties and cleaning to wellbore. In other words, wellbore cleaning is the most important
task of drilling muds and quite important for drilling operations [4-6].

Having optimum flow properties of spud mud, ensure clean hole and cutting transport.
Cutting transport ability of spud muds are evaluated with cutting carrying performance (CCP)
calculation [7]. CCP is affected several factors such as pump parameters, flow diameters, well
depth and additive materials. Thus, all parameters are must evaluated for CCP evaluation [8,9].

Fumed silica is produced from silicon tetrachloride and quartz powder with flame pyrolysis
and electric arc in high temperature. It has quite low bulk density and extremely high specific
surface area [10]. Particle size of FS varies from 5-50 nm and specific surface area from 25-
500 m?/g. Also, density is range from 150-200 kg/m®. It has viscosity increasing effect and
enhance thixotropic behavior in solutions with these properties [11].
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In this study, effect of fumed silica on cutting carrying performance in spud type drilling
muds was investigated as detailed. Initially, characterization studies of materials were
conducted. Then, spud type drilling muds were prepared with different fumed silica added (wt.
0.50-2.5%). After this, borehole portion was designed and measurements and calculations were
conducted with dial readings (300 and 600 rpm), plastic viscosity, yield point, power law
consistency factor and flow behavior index. Finally, cutting carrying index of the muds were
calculated and fumed silica effect was evaluated.

II. MATERIALS AND METHODS
A. Materials

The Spud type drilling muds were prepared in different amounts (poung per barrel, ppb)
with the basic components bentonite, caustic soda (NaOH), soda ash (Na2CO3) and chromium-
free lignosulfonate (CFL). Bentonite was obtained from CANBENSAN as suitable for drilling,
fumed silica and others were obtained as commercial technical products.

In preparing the mud samples, bentonite was used as 25 ppb, NaOH was 0.25 ppb, Na2CO3
was 0.2 ppb and CFL was 0.15 ppb. The base sample consist of these materials and
compositions. Then, fumed silica was added at different amounts as wt. 0.5, 1.0, 1.5, 2.0 and
2.5%. In a total, six samples were prepared for experimental studies.

B. Characterization Studies

Characterization of the bentonite were applied by X-ray fluorescence spectroscopy (XRF)
for determining to contains. Also, digital microscope (DM) was used to determining to surface
morphologies of the fumed silica and bentonite.

C. Measurements and Calculations

Dial reading (DR) measurements of the drilling muds were obtained by using OFITE Model
800 rotary viscometer. Plastic viscosity (PV) and yield point (YP) values were calculated
according to Eq. 1-2.

For evaluate the cutting carry performance, cutting carrying index (CCI) of the muds was
calculated. Also, a borehole portion (see Fig. 1) was designed with standard drilling equipments
and Eq. 3-5 were used for the calculations. Annular velocity (AV) values of the system were
calculated according to Eq. 6. Also, mud weight (MW) value was applied as 8.75 ppg (pound
per gallon) for all calculations. Flow rate was calculated using pump circulation conditions
from well desing.

PV = 0600 — 0300 (1)
YP = 0300 - PV (2)
CCI = (k x AV x MW) / 400,000 (3)
k=(G1D)"x (PV+YP) 4)
n = 3.322 x log (0s00/ 0300) (5)
AV = (Flow Rate x 1029.4) / (Dx*> — Dp?) (6)

In the equations ‘k’ is the Power Law consistency factor (Ib/100ft?); AV is annular velocity
(ft/min), ‘n’ is the flow behavior index; 8600 and 0300 are the dial reading of viscometer at 600
and 300 rpm shear rate respectively. Also, Dn is inside diameter of casing; Dy is outside
diameter of pipe. AV unit is ft/min and flow rate unit is bbl/min.
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Figure 1. Borehole Design for Circulation

RESULTS AND DISCUSSION
D. Characterization Results
XRF result of the bentonite is given in Table I. According to the results, type of the bentonite

was determined as mix type (Na/Ca bentonite) by calculated MR values
(Na20+K20/Ca0+MgO) [12].

Table I. XRF Results of the Bentonite
SiO2 | ALOs | Fe2Os | Na2O | MgO | CaO | K20 | TiO2 | Others | MR

Bentonite %

64.71 | 17.51 | 7.99 | 2.17 | 238 | 1.99 | 0.67 | 0.17 | 2.41 | 0.649

Bentonite SR Fumed Silica

Figure 2. DM images of Bentonite and Fumed Silica
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DM images were obtained from bentonite and fumed silica sampled as differ magnification
values range from 200-1000x and the images are given in Fig. 2. According to images,
bentonite showed impurities but it was homogenous structure. Fumed silica showed cloudy and
bulkly structure. Impurities were seen some areas. Also, agglomeration was seen due to
atmosphere moisture.

E. Determination of Flow Parameters

Determination of flow properties of the drilling muds were obtained from rotary viscometer
measurements according to designed for drilling muds. The measurements were conducted
according to American Petroleum Institute (API) spec. 13B-1 standard. The results are given
in Table II.

Table II. Measurement Results of the Flow Parameters

Samples Concentration MW 600 rpm | 300 rpm PV YP )
(rpg) (cP) (cP) (cP) | (Ib/100ft*)
Bentonite — 25 ppb
(B asi-l(z/[ud) 11:11220(3%3_—0 g; II))?)E 42 32 10 22
CFL —0.15 ppb
S1 | Sioa twt 0% “ | s o[
8-2 Bgfﬁi\f ‘(13: IF lolf,;lgd 8.75 48 37 11 26
i o N
54 | Siion twt 200 R
55 | Siioa twt 25% o | st s | 3

F. Evaluation of CCI

The parameters of the CCI equation were determined with the mud samples with
calculations. The ‘n’ and ‘k’ results are given in Table III. In addition, AV was calculated as
71.6538 ft/min according to the designed borehole properties.

Table I1I. ‘n’ and ‘k’ Values of the Muds
Sample n k AV

S-0 0.392 | 1415.752

S-1 0372 | 1707.772

S-2 0.376 | 1817.874

71.6538
S-3 0.389 | 1896.519

S-4 0.391 | 2009.957

S-5 0.394 | 2237.487
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According to ‘n’ and ‘k’ values, it was determined that the values differ by adding fumed
silica. The highest ‘n’ value was calculated from S-5 coded sample as 0.394 and the lowest ‘n’
value was calculated from S-1 coded sample as 0.372. In generally, results showed that fumed
silica increased ‘n’ values after wt. 1.5% addition rate comparison with base mud. Also, the
highest ‘k’ value was calculated from S-5 coded sample as 2237.487 and the lowest value was
calculated from S-1 coded sample as 1707.772 in fumed silica added muds. All of the fumed
silica added samples are higher than base mud. For improve the cutting carrying capability ‘k’
value should be increased. Thus, results showed that the ‘k’ values increased with addition of
fumed silica.
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Figure 3. The CCI Values of the Drilling Mud Samples

CCI values of the mud samples were given in Fig. 3. According to the figure, it was
determined that the CCI value increased with fumed silica addition and rate. In addition, higher
CClI value indicated more effective cutting transport performance. Thus, it was determined that
the fumed silica has positive effect for cutting transport in the muds. The highest CCI value
was obtained from S-5 coded sample as 3.5071. This situation occured due to interaction of
fumed silica particles with other additive particles.

III. CONCLUSION

In the drilling operations, cutting transport has vitaly important due to both economically
and drilling ongoing. Thus, borehole cleaning is important. Flow properties of drilling fluids
should be controlled frequently and tested according to drilling conditions.

This study reported that usability of fumed silica in spud type drilling muds as cutting
transport performance increasing material. Results showed that fumed silica shows positive
effect on cutting transport. Also, results indicated that fumed silica can be use in spud muds
for low depth such as 0-3000 ft drilling operations.
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Kentsel Geri Doniisim Atik Yonetimi icin Belirsiz Talepler
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Ozet: Sanayilesmenin hizla artmasi, giiniimiizdeki tiiketim aliskanliklarini koklii bir sekilde
degistirmistir. Bu siirecte, artan tiiketim diizeyleri, hem evsel hem de endiistriyel atiklarin
miktarinin hizla yiikselmesine yol agmistir. Giderek biiyliyen atik hacmi, kentsel atik yonetim
stireclerinin 6nemini artirmig ve bu alanda etkili ¢oztimler gelistirilmesi gerekliligini ortaya
koymustur. Kentsel atik yonetimi, yalnizca bir yonetim araci olmanin 6tesine gegerek, ¢evresel
stirdiiriilebilirlik ve halk sagligi agisindan zorunlu bir ihtiya¢ haline gelmistir. Bu nedenle,
atiklarin toplanmasi, geri kazanimi ve bertarafi {izerine yapilan arastirmalar daha sistematik ve
derinlemesine bir sekilde incelenmektedir. Bu baglamda, bir belediye i¢in kentsel geri
dontisiim atiklarinin belirsiz talepler altinda kapasiteli ara¢ rotalama problemi ele alinmistir.
Calismada matematiksel ve sezgisel ¢oziim yaklagimlari lizerinde durulmus ve gelistirilen
karma tamsayil1 programlama temelli matematiksel model araciligiyla ilgenin tiim atik yonetim
stireci i¢in makul bir siirede etkili bir sonug elde edilemedigi gézlemlenmistir. Bu durum, séz
konusu problemin NP-Zor sinifinda yer almasi ve kesin yontemlerle ¢oziim saglamanin
zorlugu ile iligkilidir. Bu zorlugun iistesinden gelmek amaciyla, ¢ziim siirecinde metasezgisel
algoritmalardan biri olan Karinca Kolonisi Algoritmasi1 kullanilmistir. Ayrica, taleplerdeki
gergek hayattaki dalgalanmalart goz ardi etmemek i¢in Bulanik Kiime Teorisi’nden
yararlanilmistir. Bu yontem, belirsizliklerin ve degiskenlerin etkisini géz 6niinde bulundurarak
daha gergekei bir modelleme sunmaktadir. Problemin ¢6ziimii i¢in Python dilinde kodlanmis
bir gorsel program olusturulmus ve bu program araciligiyla atik yonetimi siireglerine dair
yenilikgi bir bakis agis1 gelistirilmistir. Sonug olarak, bu ¢alisma, belirsiz talepler altinda ayrit
tabanli ara¢ rotalama problemi i¢in yeni ve etkili yaklasimlar sunarak, kentsel atik yonetimi
alaninda 6nemli katkilar saglamay1 hedeflemektedir. Bu tiir arastirmalar, siirdiirtilebilir sehirler
yaratma ¢abalarina onemli bir katki sunmaktadir.

Anahtar Kelimeler: Ayrit Tabanli Kapasiteli Ara¢ Rotalama Problemi, Bulanik Kiime Teorisi,
Karinca Kolonisi Optimizasyonu, Kentsel Geri Doniigiim Atik Yonetimi

Abstract The rapid increase in industrialization has fundamentally changed consumption
habits today. During this process, rising levels of consumption have led to a rapid increase in
the amount of both household and industrial waste. The growing volume of waste has
heightened the importance of urban waste management processes and highlighted the need for
effective solutions in this area. Urban waste management has become a necessity for
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environmental sustainability and public health, going beyond being just a management tool.
Therefore, research on the collection, recovery, and disposal of waste is being conducted in a
more systematic and in-depth manner. In this context, the capacity-based vehicle routing
problem under uncertain demands for urban recycling waste has been addressed for a
municipality. The study focuses on mathematical and heuristic solution approaches, and it has
been observed that an effective result could not be achieved within a reasonable timeframe for
the entire waste management process of the district through the developed mixed-integer
programming-based mathematical model. This situation is related to the classification of the
problem as NP-Hard and the difficulty of providing solutions using exact methods. To
overcome this challenge, one of the metaheuristic algorithms, the Ant Colony Algorithm, has
been utilized in the solution process. Additionally, to account for real-life fluctuations in
demands, Fuzzy Set Theory has been employed. This method offers a more realistic modeling
by considering the effects of uncertainties and variables. A visual program coded in Python
has been created to solve the problem, leading to the development of an innovative perspective
on waste management processes. As a result, this study aims to provide new and effective
approaches to the vehicle routing problem under uncertain demands, contributing significantly
to the field of urban waste management. Such research plays a vital role in efforts to create
sustainable cities.

Keywords: Edge Based Capacity Vehicle Routing Problem, Fuzzy Set Theory, Ant Colony
Optimization, Urban Recycling Waste Management

1. GIRIS

Diinyada her giin tonlarca atik iiretilmektedir. Bu atiklarin yonetiminde karsilasilan ti¢ biiytik
problem toplama, depolama ve ayristirma islemleridir ve bu stiregler dogru yonetilemediginden
diinyamiz i¢in biiyiik bir tehdit yaratmaktadir. Bu islemler ile atiklarin tilirlerine gore geri
donistiiriilmesi  veya Dbertaraf tesislerine gonderilmesi siirekli bir dongii ic¢inde
gerceklesmektedir. Bu dongii biiylik maddi kaynaga ihtiya¢ duymasinin yani sira, insan sagligi
ve dogay1 da tehdit etmektedir. Atik yonetimi i¢in yapilan yatirimlarin yaklasik %70-80’inin
de toplama islemleri i¢in harcandigi bilinmektedir. Atik yonetiminde “0 Atik” konusunda
caligsmalar yiiriitiilse de tiikketim var oldugu siirece atik yonetimi bu ii¢ islemden meydana
gelecektir.

Atiklar kaynaklarina gore incelendiginde evsel atiklar, insaat (hafriyat) atiklari, tehlikeli
atiklar, tibbi atiklar, ambalaj atiklari, atik pil ve akiimiilatorler, atik yaglar ve elektronik atiklar
olarak smiflandirilabilir. Bu atiklarin  dogada yok olma siireleri géz Oniinde
bulunduruldugunda, biiyiik 6l¢iide ¢evreye zarar vermeleri kaginilmazdir. Ancak, yayinlanan
raporlardan, sadece ambalaj atiklarinin en fazla %4’ iiniin toplandig1 bilinmektedir. Bu konuda,
insan temasini azaltmak veya daha saglikli kosullar olusturmak i¢in ¢6ziim Onerileri sunmak
hem yenilik¢ilik hem de siirdiiriilebilir kalkinma igin 6nemli bir adim olacaktir. Atik
yonetiminde ayristirma siirecleri ele alindiginda ise yapilan tiim iyilestirmeler her yil cam,
metal ve plastik hammaddesi tasarrufu saglamaktadir. Ayrica kagit atiklarinin geri
doniistiiriilmesinin onemine de dikkat ¢ekilmektedir [1].

Atik yonetiminde ayristirma siirecleri ele alindiginda ise yapilan tiim iyilestirmeler her yil
cam, metal ve plastik hammaddesi tasarrufu saglamaktadir. Toplanacak kagitlar ile de daha
fazla agacin kesilmesi engellenecektir. Geri doniistiiriilebilir atiklarin tekrar kullanimi elektrik
enerjisi tasarrufu saglanmasini da saglamaktadir.

Bu calisma kapsaminda atik yonetiminin atik toplam siireci ele alinmistir. Atik toplama
araclarinin en az maliyetle rotalanmasi i¢in bir sistem Onererek, araglarin yakit tiiketimini
azaltmak ve buna bagl olarak karbon ayak izinin azalmasina katki saglamak hedeflenmistir.
Ayrica, etkin arag rotalarinin olusturulmasi ile geri doniistiiriilebilir atiklarin diizenli bir sekilde
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toplanacak olmasi ¢evre kirliligini azaltacak, daha saglikli bir yasam ortami yaratacaktir.

Calismanin izleyen bdliimlerinde Once literatiir taramasi, sonraki boéliimlerde sirasiyla
problemin tarifi, gegmis donemlere ait veri analizi ve ¢6ziim i¢in 6nerilen matematiksel model
ile karinca kolonisi algoritmasi ve sayisal sonuglar verilmistir. Calisma sonug ve Oneriler ile
sonug¢lanmuistir.

II. LITERATUR TARAMASI

Arag rotalama problemi (ARP), bir veya daha fazla aracin dagitma, toplama veya her ikisini
birden yapacak sekilde nasil bir rota izlemesi gerektiginin belirlenmesidir. Rota, aracin bir
merkezden yola ¢ikip birka¢ noktaya ugradiktan sonra tekrar basladig1 yere donmesi ile olusan
turdur. ARP problemleri diiglim tabanli ve ayrit tabanli olmak iizere iki temel sinifta ele
almabilir. Calisma konusu ayrit tabanli ARP’yi ele aldigindan bu boliimde 6zellikle ayrit
tabanli literatiir arastirmasi verilmistir.

Ayrit tabanl arag¢ rotalama problemi, dagitim ve/veya toplama yapilacak yerlerin serimde
ayritlar tizerinde konumlanmis olmasi halinde ortaya ¢ikar. Dolayisiyla bir ayrittan gegen bir
arag, o ayrit lizerindeki biitiin noktalara ugrayacaktir. Saya¢ okuma, kar kiireme, tuz serpme ve
yol bakimu ile polis devriyelerinin ve mektup dagitim araglarinin rotalanmasi bu problemin
uygulamalarina 6rnek olarak verilebilir [2]. Ayritlarin yonsiiz oldugu durumlar yonsiiz Cinli
postaci problemi olarak adlandirilir. Ornegin, polis devriye araglari igin bir uygulama ydnsiiz
postact problemi olarak ele alinabilir. Emel ve Taskin [3] bir polis merkezine bagli 10
mahalleye hizmet veren devriye araglar1 i¢in problemi en kisa mesafeli eslestirme yontemi ile
ele almistir. Ayritlar arasinda oncelik olmasi halinde ise hiyerarsik postact problemi
kullanilmaktadir. Bir baska ¢alismada, karayollar1 bakim c¢aligmasi i¢in kullanilan araglarin
glizergahlarinin belirlenmesi i¢in problemi hiyerarsik ¢inli postaci problemi olarak ele almistir
[4]. Problemin boyutu makul siirede en iyi ¢dziim elde elde edilemeyecek kadar biiyilik
oldugundan, ¢oziimii i¢in klasik bir sezgisel algoritma olan en yakin komsuluk sezgiseli
kullanilmistir. Topuk vd. [5], Ege bolgesindeki illerde kapasite kisitli arag rotalama problemini
ele almig, tasarruf algoritmasi ve siipiirme sezgiselini kullanarak problemi ¢6zmiistiir. Eryavuz
ve Gencer [6] calismalarinda, bir personel servisinin tasarruf algoritmasi ile rotasini
olusturmus; ardindan tur gelistirici sezgiseller ile bu rota i¢in %28’lik iyilesme saglamistir.
Yilmaz [7] ¢ok depolu ara¢ rotalama problemlerinin ¢6zliimii i¢in Karinca Kolonisi
Optimizasyonu (KKO) kullanmistir. En iyi sonucu bilinen problemler incelendiginde, bilinen
en iyi sonuca %7-%15 yaklasan sonuclar elde etmistir.

Literatiirde atik toplama problemini ara¢ rotalama problemi temelinde ele alan cesitli
caligmalar bulunmaktadir. Beltrami ve Bodin, New York ve Washington belediyelerinde ¢esitli
tasit tlirlerini dikkate alarak kentsel atik toplama uygulamalari igin ara¢ rotalama problemini
ele alan ilk arastirmacilardir. Calismada, Clarke ve Wrigh algoritmasi ile ¢6ziim aranmugtir [8].
Tiirkiye’de de farkli &rnekler bulunmaktadir. Ornegin, Eskisehir Odunpazari ilgesinde evsel
atik toplama agin1 dort mahalle kapsaminda tasarlanmis [9], Erzurum kentinin ambalaj atiklart
geri doniisiim sistemi tersine lojistik temelinde bir ARP olarak ele alinmistir [10]. C6ziim i¢in
farkli olarak belirli bir dizi kural kullanilarak atik toplama rota sisteminin manuel analizine
dayanan sezgisel bir model olusturulmustur. Onerilen giizergahlarin uygulanmasi ile kat edilen
toplam mesafe ylizde 18,7 oraninda azaltilmist [11].

Kentsel atik toplama problemi i¢in en uygun giizergahi olustururken Cografya Bilgi Sistemi
uygulamasi lizerinde de ¢alisilmaktadir [12]. Cografi Bilgi Sistemi temelli bir diger ¢calisma da
Fan vd. [13] tarafindan yapilmistir. Bu ¢alismada, toplama yollarini en iyilemek i¢in genetik
algoritma simiilasyonu entegre yontemini benimsemis ve Cografi Bilgi Sistemi tabanli bir
karar destek sistemi gelistirmistir. Apaydin vd. [14] de calismalarinda kat1 atik toplama
islemini Cografi Bilgi Sistemi ve RouteView Pro ™ yazilimini kullanarak en iyilemislerdir.
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Rota uzunlugu %20 ve harcanan zaman da %30 oraninda azaltilmistir. Kentsel kati atik
toplama sisteminin tasarlanmasi i¢in bir metodoloji onerilen ¢alismada ise mevcut kati atik
toplama sistemi gelistirilirken toplama siiresini, isletme ve nakliye maliyetlerini en aza
indirmek i¢in kombinatoryal optimizasyon, tamsay1 programlama ve Cografik Bilgi Sistemi
araglar1 kullanilmistir ve Santiago’da bir bolge i¢in uygun toplama yollar1 olugturulmus, yeterli
bir arag filosu boyutu belirlenmistir [15]. Giiney Italya'da ortaya c¢ikan gercek hayattaki bir
ARP calismasinda ise toplam maliyette yaklasik %8’lik bir azalma saglamak icin Kiime-
Birinci Rota-ikinci Yéntemini kullanilmis; toplanacak atik miktarinda belirsizlik oldugundan
rotalarin arzdaki degisikliklere duyarliligini incelenmis ve yaz mevsiminde arzdaki azalmanin
etkisi degerlendirilmistir [16].

Kentsel kat1 atik yonetiminde 6nemli bir konu da taleplerin yani atik miktarlarinin belirsiz
olmasidir. Tirkolaee vd. [17], belirsiz talepler altinda ¢ok yonlii kapasiteli ara¢ yonlendirme
problemi i¢in bir melez arttirilmis Karinca Kolonisi Algoritmasi (KKA) onermigtir. KKA
literatiirde, atik yonetimi ag tasarimi ¢alismalarinda siklikla kullanilmaktadir. Atik
yonetiminde kapasiteli ARP baska bir calismada da en kii¢iik turu bulmak ve toplam mesafeyi
en kiicliklemek i¢in Karinca Koloni Optimizasyonuna gore eslestirilmis en kisa yol ve ara
depolar1 kullanmis ve yaklasik %40 iyilestirme saglanmistir [18]. Gyamfi [19] ¢aligmasinda
atik yonetimi ag tasarimi i¢in kamyon giizergahlarinin belirlenmesinde KKO kullanmugtir.
Toplam maliyetin %35 azaltilmas1 KKO’ nun verimlilik ag¢isindan {istlin performansini ortaya
koymustur.

Gergek hayatta sokaklardan ¢ikan ambalaj atig1 miktar1 sabit ve belirli degildir. Literatiirde
bu durumu dikkate alan ¢alisma sayisi, atik toplama ag tasarimi ¢aligmalari i¢inde gorece
oldukca azdir. Bu calismada gergek hayat dalgalanmalarini goz Oniine almak amaciyla
sokaklardan ¢ikacak ambalaj atig1 miktarinin tahmin edilebilmesi i¢in Bulanik Kiime Teorisi
kullanilmistir. Yine literatiir taramasi sonucu goriilmiistiir ki KKA atik toplama ag tasarimi igin
verimli ve sik kullanilan bir algoritmadir. Algoritmanin basarisi nedeniyle bu ¢calismada da geri
donistiirtilebilir ambalaj atiklarinin toplanma ag1 tasarimi igin KKA kullanilmistir.

III. MATERYAL VE YONTEM

A. Problemin Tarifi

Calisma kapsaminda, geri donilisiim atiklarinin toplandigi bir biiyiiksehre ait belediye ele
alimmistir. Mevcut durumda, belli bir doneme kadar anlagmali bir firma ile atiklar1 toplayan
belediye, firma ile anlagsmasini yenilememistir. Bu noktada, belediyede yeni bir atik toplama
yonetim sistemi olusturulmaktadir. Yonetimin aldig1 karara gore her eve geri doniistiiriilebilir
atiklarin1 ayr1 toplamalari i¢in poset dagitilacak, bu posetler belirli zamanlarda belirlenen
noktalara birakilacak ve belediyenin ilgili birimi de bu posetleri toplayacaktir. Sekil 1’de 38
mabhalle ve yaklagik 4000 sokaktan olusan belediye haritas1 verilmistir.

Belediyeye Ait
olge

Sansungur

Sekil 1. Belediyeye ait bolge.

Belediyenin toplama icin bes adet aract bulunmaktadir. Bunlarin dort tanesinin kapasitesi 4
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ton, bir tanesinin ise 8 tondur. Marketlerden kaliteli ambalaj atig1 ¢iktigindan, 8 ton kapasiteli
arag¢ yalnizca marketleri dolasacaktir. Geriye kalan diger araclar ise 38 mahalledeki sokak ve
caddeleri dolasarak posetleri toplayacaktir.

Calismada ele alinan bu gergek hayat probleminde taleplerin, yani evlerden ¢ikacak geri
doniistiiriilebilir atik miktarlarinin, belirsiz olmasi ¢ézliime yansitilmistir. Dolayisiyla, belirsiz
talepler altinda, belirli zamanlarda ¢ikarilan atiklar1 toplamak {izere kapasiteli ara¢ rotalama
problemi tanimlanmis ve matematiksel ve sezgisel ¢6ziim yaklasimlar: 6nerilmistir.

B. Veri Toplama ve Analizi

Atik toplama problemini olabildigince gergekei bir sekilde ele alabilmek icin, ge¢cmis
donemlere ait toplanan ambalaj atig1 miktarlar1 kullanilarak gelecek donemler icin tahmin
calismasi, mevsimsellik ve trend analizleri yapilmistir.

Belediyeden alinan 2021, 2022 ve 2023 yillarina ait toplanan ambalaj atiklar1 verileri
incelenerek dogrusal ve mevsimsel tahminler degerlendirilmistir. Tablo I' de ge¢mis
donemlere ait veriler bulunmaktadir.

TABLOI
GECMis DONEMLERE AiT TOPLANAN AMBALAJ ATIGI MIKTARLARI (KG)

Periyot 2021 Miktar | Periyot 2022 Miktar | Periyot 2023 Miktar
1 Ocak 835 13 Ocak 693 25 Ocak 686
2 Subat 779 14 Subat 632 26 Subat 634
3 Mart 953 15 Mart 749 27 Mart 705
4 Nisan 928 16 Nisan 775 28 Nisan 686
5 May1s 1.055 17 May1s 865 29 Mayis 770
6 Haziran 1.068 18 Haziran 876 30 Haziran 696
7 Temmuz  1.009 19 Temmuz 841 31 Temmuz 729
8 Agustos 1.009 20 Agustos 785 32 Agustos 721
9 Eylil 796 21 Eylil 752 33 Eylil 472
10 Ekim 773 22 Ekim 750
11 Kasim 706 23 Kasim 663
12 Aralik 693 24 Aralik 695

Bu verilerden hareketle, dogrusal tahmin ve mevsimsel tahmin ¢aligsmalari yapilmis, sonuglar
Tablo II’de verilmistir. Bu veriler analiz edilerek grafik {izerinde okunur hale getirilmis ve
Sekil 2 ile gosterilmistir. Grafik iizerinde artan ve azalan talep dalgalanmalarinin kok nedenleri
arastirilarak Pareto analizi ¢aligmasi yapilmastir.
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Sekil 2. Ambalaj atig1 miktarlar1 analizi.
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TABLOII
TAHMINI AMBALAJ ATIGI MIKTARLARI (KG)

Periyot Y1l Ay Dogrusal Egilim Tahmini  Egilimli Mevsimsel Tahmin

34 2023 Ekim 626,15 610,372
35 Kasim 617,03 540,663
36 Aralik 607,91 540,064
37 2024 Ocak 598,79 565,689
38 Subat 589,67 514,551
39 Mart 580,55 596,269
40 Nisan 571,43 582,513
41 Mayis 562,31 645,438
42 Haziran 553,19 623,168
43 Temmuz 544,07 598,733
44 Agustos 534,95 574,088
45 Eyliil 525,83 453,236
46 Ekim 516,71 503,693
47 Kasim 507,59 444,771
48 Aralik 498,47 442,842

Sekil 2° de dogrusal azalma ile mevsimsellik goriilmektedir. Yaz aylarinda artis gosteren
ambalaj atiklarinin nedeni daha fazla hazir gida tiiketimi olarak goriilebilir. Bu da ¢ikan
ambalaj atig1 miktariin artmasma neden olmustur. Grafik iizerinde artan ve azalan talep
dalgalanmalarinin kok nedenlerini arastirmak iizere bir Pareto analizi ¢aligmasi yapilmaistir.
Belediyeyle birlikte yapilan goriismeler sonucu bu azalmaya sebep olabilecek alt1 farkli neden
belirlenmistir:

Bu nedenler,

A: Bagimsiz toplayicilar

B: Atik toplama konusundaki bilingsizlik

C: Ambalaj atiklarinin etkilerinin hemen gézlenmemesi

D: Insanlarin atik ydnetimine giivenmemesi

E: Insanlarin evlerindeki atiklar ayristiramamalari

F: Konuyla ilgili bir kanun olmamas

olmak {lizere alt1 baslik altinda incelenmistir. Pareto analizi sonucu bu sorunun neredeyse
%80’ini bagimsiz toplayicilar ve atik toplama konusundaki bilingsizligin sonucu oldugu Sekil
3’ te goriilmektedir. Dolayisiyla, 6zellikle belediyenin kendi atik toplama sistemine ihtiyaci
tekrar vurgulanmistir.
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Sekil 3. Pareto analizi sonucu.
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C. Onerilen Matematiksel Model

Atik toplama araglarina ait en iyi rotalar1 bulmak ve toplam katedilen mesafeyi en
kiiciiklemek amaciyla Tirkolaee vd.’nin [17] gelistirdigi matematiksel model temel alinarak,
ilgili belediyeye 0zgii ayrit tabanli karma tamsayili programlama modeli gelistirilmistir.
Modele ait indis, parametre ve karar degiskenleri izleyen sirada verilmistir.

Kiime ve indisler:

i,j,p: duigimnoktalarii,j,p = 1,...,n

K: araglar kimesi Vk € K

Egr: kullanilan ayritlar kiimesi Ve (i,j) € Eg
T: tim dugumler kiimesi Vi,Vj,Vp € T

Parametreler:

cij: (4,j) ayritvmn uzunlugu
d;j : (i,j) ayritiun talebi
Wy k. aracin kapasitesi

Karar Degiskenleri:
_ (1; k aract (i, j) ayritiun talebini karsilarsa
Yik=o; d.d

xij = (i, ))ayritindan k aract ile gegilme sayist

Yper Xipk = Qiper Xpik VieT VkekK (1)
Vijk < Xijk Ve(i,j)E ExVkEK ()
Yeijeer LijYijk < Wi Vk € K (3)
Ye(ipeEgr Xipk = M Xe(ij)eEg Xijik Vk €K 4)
Yijk + Yjie 2 1 Ve(ij) € EgV(ij, k) (5)
Xijk = 0 V(@) k), yije =01 V() k) (0)

kisitlart altinda
Enk Z = ¥ j)erg Lkek CijXijk (7)

Modelde yer alan (1) numarali esitlik akis1 saglayan siireklilik kisitidir. Kisit grubu (2) ile k.
aracin atiklar1 toplamak icin bir baska sokaga gitmek icin hizmet etmedigi bir sokaktan
gecebilmesi saglanir. Arag kapasitelerinin asilmamasi kisit grubu (3) ile garantilenir. Kisit
grubu (4), alt tur engelleme kisitlaridir. Kisit grubu (5), her ayrittan herhangi bir yonde en az
bir kez gecilmesini saglar. Isaret kisiti, kisit grubu (6) ile gdsterilmistir. Amag fonksiyonu olan
esitlik (7) katedilen mesafeyi en kiigiiklemeyi hedefler.

Belediye, 38 mahalleden ambalaj atig1 toplamaktadir. Bu mahallelerde yaklasik 4000 sokak
bulunmaktadir. Araglar tiim mabhallelerin sokaklarin1 dolasmaktadir. Dolayisiyla problem
boyutu biiyiimekte, karmagiklig1 artmaktadir. Onerilen matematiksel modelin dogrulamasi igin
bir mahalleden segilen bes sokak ile olusturulan problem ¢oziilmistiir. Cozim igin
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optimizasyon yazilimi GAMS kullanilmigtir. Sokaklarin konumlar1 serim {izerinde 6rnek
olarak Sekil 4’ te verilmistir. Mevcut ara¢ sayisinin ii¢ ve her birinin kapasitesinin de 400
kilogram oldugu varsayilmistir. Araclarin herhangi bir diiglimden yola ¢ikmasi ve 1 numarali
diiglime donerek turunu tamamlamasi istenmistir.

Sekil 4. Serim iizerinde 6rnek sokak gosterimi

Sokaklarin uzunluklart metre cinsinden, sokaklardan ¢ikacak ambalaj atig1 miktarlar1 yani
talepler ise kilogram cinsinden Tablo III ile verilmistir.

TABLO III
SOKAK UZUNLUKLARI VE SOKAKLARDAN CIKACAK TAHMINI ATIK MIKTARLARI
Ayrit Uzunluk (m) Talep (kg)
1-2 150 60
1-4 100 11
2-3 120 76
2-4 100 10
3-4 60 52

Sonuglar Tablo IV ile gosterilmistir. Bu sonuca gore Arag 1 ayritlar1 1-2-3-4-1 seklinde
dolasacak ve tesiste turunu tamamlayacak, diger arag ise 2-4 ayritindaki talebi karsilayacak ve
tesise donerek turunu tamamlayacaktir. Bu durumda amag¢ fonksiyonu, 630 metre degerini
almistir. Ayrica, mevcut durumda ii¢ ara¢ kullanilabilir durumda iken en iyi sonugta sadece iki
ara¢ kullanilmastir.

TABLO1IV
ORNEK PROBLEM iCiN SOKAK ARAC ATAMALARI
Atanan Arag
Ayrit Arag 1 Arag 2
1-2 1
2-3 1
2-4 1
3-4 1
4-1 1

Taleplerin belirsiz olmasi, araglarin kapasite kisitinin bulunmasi gibi kisitlar ile 4000 adet
yol iizerinden toplama yapilacak olmasi problemin kesin olarak ¢oziilebilmesini ¢ok zor hale
getirmektedir. Bu kisitlar altindaki problemlerin genelde sezgisel ve metasezgisel yaklagimlar
ile ¢oziilmeye c¢alisildigr goriilmiistiir. Problem ilk olarak matematiksel model kurularak
GAMS ile ¢oziilmiistiir. Problem boyutu arttirildiginda belirlenen zaman igerisinde GAMS ile
uygun bir ¢oziim elde edilememistir. Bu sebeple problemin ¢ézliimiinde meta sezgisel ¢oziim
yontemlerinden olan KKA kullanilmigtir. Taleplerdeki belirsizlik ve gergek hayattaki
dalgalanmalar da g6z ontlinde bulundurularak Bulanik Kiime Teorisinden faydalanilmistir.
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D. Onerilen Sezgisel Yontem-Karinca Kolonisi Algoritmast (KKA)

Karincalarin yiyecek arama prensipleri ilk olarak Dorigo tarafindan karincalarin yiyecek
arama prensipleri incelenmistir [20]. Karincalar besinleri kii¢iik pargalar halinde yuvalarina
tagimaktadir. Dolayisiyla besin ve yuva arasinda bir toplama ag1 olustururlar. Karincalarin bu
yiyecek arama siireci bircok eniyileme probleminin ¢éziimiinde kullanilmistir. Karinca
kolonisi sistemi gezgin satict ve is ¢izelgeleme gibi problem tiirlerinde gelistirilip
kullanilmaktadir. Karimcalar, yuvalarindan uzaktaki besin kaynagini gdérme duyularini
kullanmadan da bulabilirler. Disaridan gelen bazi etkilerin sonucunda karincalarin
kullandiklar1 yol artitk en kisa yol degilse, karincalar kullanabilecekleri en kisa yolu
belirleyebilmektedirler. Bunu salgiladiklar1 feromon kimyasal salgisi ile yapmaktadirlar.
Karincalar tarafindan salgilanan feromon salgisi, karincalarin birbirleri ile iletisim igerisinde
olmasini saglamaktadir. Feromon seviyesindeki artig karincalarin yol se¢imini belirler. Yoldan
her gegen karinca bu salgidan birakir, salgi seviyesi ne kadar ¢oksa karincalar bu yolu tercih
eder. Zamanla, tercih edilmeyen yoldaki feromon seviyesi azalir. Karincalar bu salgi ile
kullandiklar1 yolun en kisa yol oldugu bilgisini birbirlerine aktarmaktadirlar. Karincalar hangi
yoldan gidecegine bu sekilde karar verir ve en iyi rotaya ulasir.

Sekil 5’ te goriildiigii gibi, ilk olarak karincalarin yuvalarindan uzaktaki besin kaynagina
ulasmada diiz bir yolu takip ettikleri goriilmektedir. Ikinci adimda ise yuva ve besin kaynagi
arasina bir engel konulmustur. Bu engel ile karincalar rassal olarak bir yolu secerek besin
kaynagina ulagmaktadirlar. Birim zamanda kisa olan yoldan gegen karinca sayisi, uzun olan
yoldan gecen karinca sayisindan fazla olacaktir. Kisa olan yolun bilgisi ise karincalar arasinda
feromon kimyasal salgisi ile iletilmis olacaktir. KKA, karinca kolonilerinden esinlenilerek
olusturuldugundan bu sisteme Karinca Sistemi denilmektedir. Algoritmanin ismi ise Karinca
Kolonileri Algoritmasi olarak adlandirilmaktadir.

Biiyiik boyutlu problemlerde kullanilan meta sezgisel bir ¢6ziim yontemi olan KKA ¢dziim
uzayinda daha genis bir arama yaparak istenen iterasyon sayisinda veya belirlenen siire
igerisinde en iyiye yakin ¢Oziimii bize hizli bir sekilde vermektedir. Karincalarin bir sonraki
adimda hangi yola gidecegini belirleyen olasilik degeri esitlik (8) yardimi ile hesaplanir.
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Sekil 5. Karinca sistemi ¢aligma prensibi.

Pk = [rs) ] eger j € N (8)
U Yken i,C[Tik]a[nik]ﬁ 8 '

€ N¥  : k. karincanin gidebilecegi tiim j noktalar

k € NF : i. noktada bulunan biitiin karincalar

Pl-’j- : k. karincanin i. noktanin j. noktaya ge¢me olasilig1
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Tjj : i ve j noktalar1 arasindaki feronom seviyesi

S

i j : i ve j noktalar1 arasindaki goriiniirliik degeri
: feronom katsayisi

: goriliniirliik katsayist

: karincanin bulundugu nokta

: karincanin heniiz gitmedigi nokta

: noktalar kiimesi

2\. HhQ

Her tur sonrasinda yollardaki feromon seviyeleri esitlik (9) ile giincellenir.
73t + 1) = pry;(t) + 475 )

(1 — p) yoldaki feromonun buharlagma miktaridir. AT{‘j k. karincanin i ve j noktalar1 arasinda
biraktig1 feromon miktaridir. Esitlik (10) yardimi ile hesaplanur.

Q . .
= [ —jyolu kullanilirsa
Aty = {Lk . (10)
0 diger durumda
Q : feromon sabiti
Ly  :k karmcanin tur uzunlugu

Karincalari izleyecegi yolu se¢mesi icin esitlik (11) kullanir:

11
j diger durumda (11

j= {arg maxu € Nf{[1,,]%[n;,]%} q > qo
q rassal bir say1, q, ise sabittir. g, degeri bir giiven seviyesini gosterir. Yapilan uygulamada
bu degerler semtlerin sosyoekonomik ve demografik yapilar1 incelenerek belirlenecektir.

E. Bulanik Kiime Teorisi

Bir problemin parametreleri gergek diinya kosullarina gore dalgalanip belirsizlige yol
actiginda olasilik dagilimini tahmin etmek zorlasir. Bulanik kiime teorisi, bir elemanin bir
kiimeye kismi iiyeligine olanak tanir. Uyelik derecesi 0 ile 1 arasinda degerler alir. Kiimeye
tamamen aitligi 1; 0 ise kiimeye kesinlikle ait olmamay1 ifade eder.

Zadeh (1965) tarafindan gelistirilen Bulanik Kiime Teorisi, yillar i¢inde farkli arastirma
konularinda kullanilmistir. Liu (2004), bulaniklik kiime teorisi giivenilirlik seviyesini
gelistirmistir. Bulanik bir olayin giivenilirligi, olasilik ve gerekliliginin ortalamasi olarak
tanimlanir [17]. Sekil 6” daki gibi liggensel klasik bir kiime tanimlanabilir. Ayritlarda olusacak
belirsiz talepler d; ile d; arasinda degerler alir; d, ise en makul degerdir.

0
di 42 d3

Sekil 6. Uggensel bulanik kiime.
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Ucgensel bulanik kiime iiyelik fonksiyonu esitlik (12) ile gosterilir.

(x—dy)
@) di<x<d,
uﬂ@=4 1 x =d, (12)
(d3—x)
L(ds_dz) d, < x < ds

Rassal say1 d; ve d; arasinda ise iiyelik derecesi esitlik (12) ile belirlenir. Ancak d; ve d;
araliginda degil ise iiyelik derecesi sifirdir. Bulanik bir olayin giivenilirligi ise esitlik (13)
yardimiyla hesaplanir. r rassal say1 olmak {izere;

1 r>d,;
2d=ds 71 d,<r<d,
cr{D = r} =4 2@ %) (13)
Bl 33‘; d, <7 <ds
kz( 30_ 2) diger durumda

IV. KARINCA KOLONISI ALGORITMASI VE PYTHON UYGULAMALARI

Belirsiz talepler altinda geri doniistiiriilebilir evsel atiklarin en diisiik maliyet ve en diisiik
karbon salinimi ile toplanmasi amaciyla 6nerilen KKA genel s6zde kodu Sekil 7°de verilmistir.
Kod, elde edilen arag rotalarinin gerekli koordinatlar ile harita iizerinde gorsellestirilmesini de
verecektir.

Adim 1: Baslangig feromon degeri belirlenir.

Y

- Adim 2: Karnincalar her digume rassal olarak yerlestirilir.

Y

Adim 3: Her karninca, sonraki sehri denklemde verilen lokal arama
olasihgina bagh olarak segmek suretiyle turunu tamamlar.

Y

Adim 4: Her kannca tarafindan katedilen yollarnin uzunlugu hesaplanir
ve lokal feromon guncellemesi yapilir.

\ 4

Adim 5: En ivi ¢ézlim hesaplanir ve global feromon yenilemesinde
kullaribr.

Y

Adim 6: Maksimum iterasyon sayisi yada yeterlilik kriteri sajlanana
kadar Adim 2'ye gidilir.

Sekil 7. KKA sozde kodu.

Karinca Yolu Programi adi verilen program, agik kaynak kod olmasi sebebi ile Python
yazilim dili ile kodlanarak ¢alistirilmistir. Ayrica, sirasiyla sokak ve kavsaklara karsi gelen
ayrit ve diiglimlerin koordinat bilgilerinin, arag sayilari ile arag¢ kapasitelerinin girilebilmesi ve
rotalarin izlenebilmesi i¢in gorsellestirme yapilmistir. Bdylece, programi kullanacak kisilerin
de herhangi bir programlama bilgisine sahip olmasina gerek kalmayacaktir.

Uygulama, ilgeye ait {ic mahallenin verileri ile gerceklestirilmistir. Harita kullanilarak
sokaklarin koordinatlar1 programa girilmistir. Bulanik kiime teorisi kullanilarak olusacak
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taleplerde gercek hayat dalgalanmalar1 g6z oniine bulundurulmustur. Rotalara ait ¢ikt1 Sekil
8’de verilmistir. Yapilan 6rnege gore 100 sokaga atanan 4 ara¢ 10 farkli rotada turlarini
tamamlayacaktir.

=] 20 + L] B3

#l¢3) Q=
Sekil 8. KKA program ¢iktis1

V. SONUC VE ONERILER

Sanayilesmenin ve dolayisiyla tiiketimin de artmasiyla evsel ve endiistriyel atiklardan
kaginmak neredeyse imkansiz hale gelmistir. Dolayisiyla daha saglikli bireyler ve cevre icin
kentsel atik yonetimi, yerel yonetimlerin ele almasi gereken bir konudur.

Calismada, bir ilceye ait sokak ve caddeler iizerindeki evlerden ¢ikan geri doniistiiriilebilir
atiklarin en etkin sekilde toplanmasi amaciyla ayrit tabanli rotalama problemi ele alinmistir.
Problem i¢in 6ncelikle bir matematiksel model gelistirilmistir. 4000 sokak ile problem boyutu
cok biiylik oldugundan, bes sokakli kii¢iik bir alan i¢in matematiksel model GAMS
optimizasyon yaziliminda ¢alistirilmis ve en iyi sonug elde edilmistir. Ancak, 10 sokak i¢in
belirlenen zaman i¢inde uygun bir ¢6ziim bulunamamis, ¢6zlim i¢in sezgisel bir algoritmaya
ihtiyag ortaya konmustur. Bu sebeple, ¢oziim i¢in bir karinca kolonisi algoritmasi gelistirilmis,
uygun rotalar elde edilmistir.

Calismanin diger 6nemli katkisi, taleplerin yani evlerden ¢ikan geri doniistiiriilebilir atik
miktarlarinin  belirsiz olmasi durumunu dikkate almasidir. Bulanik Kiime Teorisinden
yararlanilarak, olabildigince gercek hayat problemini yansitan bir ¢oziim algoritmasi
gelistirilmistir. Calismada ayrica, ¢oziimii elde etmek i¢in onerilen KKA ’nin kullanilabilmesi
icin herhangi bir kullanici bilgisi gerektirmeyen yazilim da gelistirilmistir. Boylece kullanicilar
sokak, cadde, arag sayis1 ve arag¢ kapasitesi gibi parametreleri girilebilecek, sonucglar1 da gorsel
olarak harita lizerinden inceleyebilecektir.

Mevcut durumda ilge belediyesinin atiklari toplamak i¢in kullandig sistematik bir yaklagim
bulunmamaktadir. Dolayisiyla, calisma ile gelistirilen ¢6zlim yaklagimi ile herhangi bir teknik
kullanim bilgisi gerektirmeyen gorsel yazilim ile etkin arag rotalari elde edilecektir.
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Abstract Energy is one of the most important elements of a country’s economic and social
development. The demand for natural resources and energy is increasing day by day due to the
rise in trade and production activities driven by population growth, industrialization,
urbanization, and globalization. Softwood trees are valuable biomass resources that can
provide clean energy for a variety of applications, ranging from household heating to large-
scale power generation. Evaluating the calorific efficiency of different parts of softwood tree
species is crucial in determining and improving their performance. This study proposes a two-
stage decision-making approach to evaluate the calorific efficiencies of wood and bark samples
obtained from the trunks and branches of various softwood tree species. Firstly, the wood and
bark samples are compared based on their ash content, volatile matter content, and fixed carbon
content using the data envelopment analysis. A total of 196 mathematical models are
established to obtain efficiency comparison results. The analytic hierarchy process is applied
to generate precise efficiency ranking indexes for the samples. According to the results, scots
pine exhibits the highest calorific efficiency among the trunk wood and branch bark samples.
Furthermore, black pine ranks first in the efficiency ranking of the branch wood and trunk bark
samples. In the final phase of the study, the ranking results are examined through a comparative
analysis. This study represents an important step in analyzing the calorific value of softwood
trees. The results of the study present a roadmap for decision-makers in terms of considering
the utilization of softwood trees in efficient energy production and evaluating their potential
for other industrial applications.

Keywords: Analytic Hierarchy Process, Calorific Efficiency, Data Envelopment Analysis,
Softwood

I. INTRODUCTION

Energy is one of the most important elements of a country’s economic and social
development. The demand for natural resources and energy is increasing day by day due to the
rise in trade and production activities driven by population growth, industrialization,
urbanization, and globalization. A large portion of the world’s energy demand is met through
fossil fuels such as coal, natural gas, and oil. However, due to various issues such as
environmental pollution and economic concerns associated with fossil resources, there has
been an increased interest in renewable energy sources. The commonly used renewable energy
sources worldwide are solar energy, hydraulic energy, geothermal energy, biomass energy, and
wind energy [1].

Softwood trees are valuable biomass resources that can provide clean energy for a variety
of applications, ranging from household heating to large-scale power generation. Efficiency
evaluation is a critical aspect of determining and enhancing the performance of these energy
sources. The efficiency evaluation process entails analyzing the output(s) and inputs to identify
how resources can be used most efficiently. Evaluating the calorific efficiency of different parts
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of softwood tree species can aid in selecting the most suitable species for efficient energy
production. In the literature, there are many research papers focusing on the topics of biomass-
related efficiency evaluation [2], [3], [4], [5], [6], [7], [8], [9], [10]. Unlike the previous studies
conducted in the literature, this problem will be treated as a complex decision-making problem
and will be solved via an integrated data envelopment analysis (DEA) and analytic hierarchy
process (AHP) approach.

The DEA method is a linear programming-based non-parametric decision support tool that
measures the efficiency of homogeneous decision-making units (DMUSs) with multiple input
and output variables. It is based on observed values and does not require any functional
relationship. DEA modeling is performed for comparable DMUs that carry out similar tasks
and produce similar outputs using the same inputs [11]. The number of studies employing the
DEA method in different disciplines has exponentially increased. The DEA method has been
applied to solve various decision problems such as efficiency measurement of public
expenditures [12], hospital sustainability assessment [13], scale elasticity measurement [14],
evaluation of safety performance in construction projects [15], university department
evaluation [16], comparison of railway passenger stations [17], portfolio optimization [18],
modeling of business partnerships [19], and airport performance measurement [20]. The
traditional DEA method evaluates DMUs in two categories: efficient and inefficient, and
assigns a score of 1 to all efficient DMUs. While ranking results are obtained for inefficient
DMUs, efficient DMUs cannot be prioritized among themselves. The AHP method can
overcome this disadvantage of the DEA method.

The AHP method is a decision support tool that analyzes complex problems by taking into
account the knowledge, experience, and intuition of decision-makers. This method enables
decision-making processes to be conducted in light of rational data and models decision
problems with a hierarchical structure that shows the relationships between criteria and
alternatives. The importance of decision elements is determined through pairwise comparisons
[21]. The popularity of the AHP method stems from its features such as simplicity, flexibility,
ease of use, and ease of interpretation [22]. The AHP method has brought new insights into the
solution of many problems such as surface roughness evaluation [23], softwood species
selection [24], hospital site selection [25], metallic biomaterial assessment [21], landfill site
selection [26], shrimp farming site selection [27], university laboratory safety evaluation [28],
soil erosion susceptibility mapping [29], and beach quality assessment [30].

The calorific efficiency of a particular softwood tree species is related to the amount of
energy that can be released when the material is burned. This efficiency is an important factor
in determining the potential use of species as fuel. This study focuses on developing a decision-
making model to evaluate the calorific efficiencies of wood and bark samples from various
softwood tree species. In this study, the DEA method is first employed to make pairwise
comparisons of the wood and bark samples based on their ash content, volatile matter content,
and fixed carbon content. Then the AHP method is applied to generate precise efficiency
ranking indexes for the samples. In the final phase, the study’s results are examined through a
comparative analysis.

II. MATERIALS AND METHODS

A. Data Envelopment Analysis

The DEA method is a non-parametric decision support tool used to estimate the efficiency
of a set of DMUs. This method examines complex and/or unknown relationships between
multiple inputs and outputs based on the principles of linear programming and carries out
performance assessments by measuring the distance of each DMU from the efficiency frontier.
The fundamental principle in the DEA is that all DMUSs share common objectives and generate
identical outputs using identical inputs. Efficiency measurement helps understand how
effectively and efficiently resources are being utilized [11].

134



4™ Global Conference on Engineering Research (GLOBCER’24)

The DEA method indicates the efficiency of DMUs through values in the range [0-1]. DMUs
with an efficiency score less than 1 are labeled as inefficient. At the end of the DEA process,
evaluations are made regarding what needs to be done for inefficient DMUs, and potential
improvement actions are identified. The DEA method uses frontier-based estimation for input
or output orientation in the initial modeling stage. Subsequently, the output and input ratios of
DMUs are compared on the efficient frontier, and efficiency scores are determined. The
mathematical computation for the technical efficiency of each DMU is explained below [12],
[31].

Symbols

ex: Efficiency score,

yri: Amount of output » produced by DMU;,

xii: Amount of input 7 utilized by DMUj,

ur: Weight of output 7,

vi: Weight of input i,

n: Number of DMUs,

t: Number of outputs,

m: Number of inputs.
t

e, = maxz Uy, 1

r=1

z Vl'x,,j =1 (2)
t m
Z Uy, — Z vix,; <0 (3)

u. =0, r=1,...t 4
v;=20,i=1,...,m 5)

subject to:

B. Analytic Hierarchy Process

The AHP is a multicriteria decision-making method that solves complex problems based on
the opinions of decision-makers. In the first step of the AHP method, the decision problem and
objective are defined. In the second step, the AHP hierarchy is constructed with objectives,
criteria, and alternatives. In the third step, pairwise comparisons are made for each level of the
AHP hierarchy. Then a mathematical process is initiated to determine the priorities of decision
elements [32].

Pairwise comparison matrices are used to compare decision elements with each other. When
creating these matrices, a decision-maker assigns a performance score to each decision
element. The diagonal values of each matrix are set to 1 because there is no priority between
two identical decision elements. The values below the diagonal in the matrix are the inverses
of the values above the diagonal. Pairwise comparisons are generally conducted using the Saaty
scale, which ranges from 1 (equal importance) to 9 (absolute importance) [23].

In the final phase of the AHP, several series of mathematical operations are performed to
prioritize decision elements. The normalized matrix is obtained by dividing each element by
the sum of its matrix column. Then the importance vector is obtained by dividing the row sums
of the normalized matrix by the number of decision elements. This vector represents the
weights of decision elements. The sum of these weights is always 1 [33].

C. Hybrid DEA-AHP Approach

The hybrid DEA-AHP approach is a two-stage ranking method based on efficiency
measurement. In the first phase of this method, DEA modeling is performed to make pairwise
comparisons between DMUs. In the second phase, the decision matrix obtained in the first
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phase is subjected to AHP modeling to rank DMUs. The DEA-AHP method combines two
popular decision-making methods and incorporates the advantages of these methods [34]. The
DEA-AHP procedure follows the following steps for solving decision problems [31], [35]:
Step 1: Pairwise comparison matrices for decision elements (k and k= 1,...,n) are constructed
by employing the DEA method. Comparison results (e, ;) are obtained according to the

following linear programming model:
t

ek = maxz Uy . (6)
r=1
subject to:
m
Z ViXpe = 1 (7
i=1
N m
Z Uy — ViXp = 0 )]
r=1 i=1
S m
uy, — Z v, <0 ©)
r=1 i=1
u. =0, r=1,...,t (10)
v;=20,i=1,...,m (11)
Step 2: Matrix components are determined.
4 = —Ek (12)
€Lk

Step 3: To obtain a normalized matrix, each value in matrix columns is divided by the sum
of its corresponding column values.
__ Yk
Li=1 Ak
Step 4: Column vector elements are obtained by summing matrix rows.
n

k=1
Step 5: The column vector undergoes a normalization process to determine the priority value
of each decision element.

g i (13)

[
a,; = ——
k‘k n .

Zk=1 ay

(15)

III. APPLICATION

A. Efficiency Measurement with the DEA-AHP Approach

This study proposes a two-stage decision-making approach to evaluate the calorific
efficiencies of wood and bark samples obtained from the trunks and branches of various
softwood tree species. In the first stage, the DEA method is used for pairwise comparisons of
the samples. The DEA results are then transferred to pairwise comparison matrices. In the
second stage, the calculation procedure of the AHP method is applied to the obtained matrices.
Thus, precise efficiency ranking indexes are revealed to prioritize the samples. These methods
have certain limitations when used independently. The DEA method divides DMUs into two
groups: efficient and inefficient. The AHP method models the subjective judgments of
decision-makers to rank DMUs. In the DEA-AHP approach, the results of efficiency
comparisons in DEA analysis are subjected to AHP analysis to prioritize all DMUs. This way,
both the limitation of the DEA method (ranking of DMUs) and the limitation of the AHP
method (subjective influence) are eliminated. Fig. 1 presents the structure of the proposed
decision-making framework.
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Fig 1. Structure of the proposed decision-making framework.

The decision elements of the model and the datasets for these elements are determined based
on a previous report [36]. Seven softwood tree species native to Turkey are selected as the
materials for this study. The calorific efficiencies of their wood and bark samples are analyzed
based on variables such as ash content, volatile matter content, and fixed carbon content. The
softwood tree species considered in the study are as follows: scots pine (Pinus silvestris L.),
black pine (Pinus nigra A.), red pine (Pinus brutia T.), cypress (Cupressus sempervirens L.),

cedar (Cedrus libani B.), fir (Abies bornmiilleriana M.), and spruce (Picea orientalis L.).

In the decision models, the inputs are the ash content, volatile matter content, and fixed
carbon content, while the output is the calorific value. The input variables are represented as
percentage (%) changes, and the output variable is measured in units of cal/g. The datasets,
which include the experimental results, are presented in Table 1. For detailed information on

the experimental procedure, please refer to the literature [36].
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TABLEI
INPUT AND OUTPUT DATA FOR THE DEA-AHP ANALYSIS [36]

Trunk wood
Species Calorific value (cal/gr.) Ash (%) Volatile matter (%) | Fixed carbon (%)
Scots pine | 5274 0.19 76.85 12.60
Black pine | 5266 0.26 76.33 12.85
Red pine | 5096 0.26 78.61 12.12
Cypress 5010 0.34 77.00 13.14
Cedar 4933 0.39 77.04 13.58
Fir 4803 0.25 78.39 14.60
Spruce 4758 0.39 71.78 17.67

Branch wood
Species Calorific value (cal/gr.) Ash (%) Volatile matter (%) | Fixed carbon (%)
Scots pine | 5181 0.36 78.98 13.48
Black pine | 5266 0.28 75.35 14.16
Red pine | 5067 0.35 75.51 14.04
Cypress 4933 0.45 73.60 16.09
Cedar 4898 0.41 74.39 14.50
Fir 4981 0.35 74.40 15.92
Spruce 4796 0.68 71.23 18.94

Trunk bark

Species Calorific value (cal/gr.) Ash (%) Volatile matter (%) | Fixed carbon (%)
Scots pine | 5310 1.20 64.90 23.78
Black pine | 5252 0.90 64.72 23.25
Red pine | 5087 1.49 62.26 25.58
Cypress 4410 6.19 67.49 16.93
Cedar 4561 4.03 63.58 22.61
Fir 4772 2.83 65.55 20.76
Spruce 4913 2.69 59.42 26.34

Branch bark
Species Calorific value (cal/gr.) Ash (%) Volatile matter (%) | Fixed carbon (%)
Scots pine | 4989 1.94 69.87 17.34
Black pine | 5227 1.30 67.89 19.56
Red pine | 4531 5.12 65.88 18.47
Cypress 4250 7.52 67.29 16.11
Cedar 4456 5.31 67.83 16.98
Fir 4969 2.93 69.47 18.09
Spruce 4602 4.54 66.46 18.71

The traditional DEA method evaluates any given DMU simultaneously with all other DMUs.
All DMUs with an efficiency score of 1 are labeled as efficient. This situation prevents the
ranking of efficient units among themselves. Therefore, in the current study, the DEA method
equipped with the AHP method is used. After obtaining the input and output data, the calorific
performances of the wood and bark samples are compared in pairs by employing the modified
DEA method. A total of 196 (4 x (7 x 7)) mathematical models are established to obtain
efficiency comparison results. The generated models are solved using the GAMS 24.1.3
optimization software. The initial comparison matrices consist of the outputs of the
mathematical models. Therefore, the matrix components required for the AHP analysis are

determined using (12). The final matrices are presented in Table 2.
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TABLE II
MATRIX COMPONENTS
Trunk wood
SS1 SS2 SS3 SS4 SS5 SS6 SS7
SS1 1 1 1 1.055 1.072 1.120 1.035
SS2 1 1 1 1.060 1.077 1.054 1.041
SS3 1 1 1 1 1.012 1.020 1
SS4 0.948 0.943 1 1 1.016 1 1
SS5 0.933 0.928 0.988 0.984 1 1 1
SS6 0.893 0.949 0.980 1 1 1 1
SS7 0.966 0.961 1 1 1 1 1
Branch wood
SS1 SS2 SS3 SS4 SS5 SS6 SS7
SS1 1 1 1 1 1 1 1
SS2 1 1 1.030 1.043 1.061 1.044 1.038
SS3 1 0.970 1 1.001 1.019 1.002 1
SS4 1 0.959 0.999 1 1 1 1
SS5 1 0.942 0.981 1 1 1 1
SS6 1 0.958 0.998 1 1 1 1
SS7 1 0.963 1 1 1 1 1
Trunk bark
SS1 SS2 SS3 SS4 SSs SS6 SS7
SS1 1 1 1.001 1 1.107 1 1
SS2 1 1 1 1 1.120 1 1
SS3 0.999 1 1 1 1 1 1
SS4 1 1 1 1 1 1 1
SS5 0.903 0.893 1 1 1 0.985 1
SS6 1 1 1 1 1.015 1 1
SS7 1 1 1 1 1 1 1
Branch bark
SS1 SS2 SS3 SS4 SS5 SS6 SS7
SS1 1 1 1.038 1.091 1.087 1 1.031
SS2 1 1 1.089 1.013 1.018 1 1.086
SS3 0.963 0.918 1 1 1 0.962 0.997
SS4 0.917 0.987 1 1 1 0.960 1
SS5 0.920 0.982 1 1 1 0.955 1
SS6 1 1 1.040 1.041 1.047 1 1.033
SS7 0.970 0.920 1.003 1 1 0.968 1

SS1: scots pine, SS2: black pine, SS3: red pine, S54. cypress, SS5: cedar, SS6: fir, SS7: spruce

After obtaining the matrix components, four decision matrices are normalized using (13).
The efficiency scores of the wood and bark samples are calculated by applying (14) and (15),
respectively, to the normalized matrices. Subsequently, the samples are prioritized in
descending order of the efficiency scores. The results obtained through the DEA-AHP
approach are presented graphically in Fig. 2.
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Fig. 2. DEA-AHP results.

The calorific efficiency of the trunk wood samples varies between 0.139 and 0.149. Scots
pine has the highest efficiency score, followed by black pine. Red pine, spruce, and cypress are
ranked in the middle of the efficiency ranking. Fir has a lower efficiency score compared to
the other species. The results obtained for the branch wood samples show that black pine has
the highest efficiency score of 0.147, ranking first. However, scots pine and red pine also
achieved high efficiency scores, ranking second and third, respectively. Fir and cedar rank sixth
and seventh, respectively. In the measurements conducted on the trunk bark samples, black
pine has the highest efficiency score and ranks first. Scots pine ranks second. Cedar has the
lowest efficiency score and takes last place. Among the branch bark samples, scots pine and
black pine have the highest calorific efficiency scores and rank first and second, respectively.
Cedar and red pine have the lowest efficiency scores and rank sixth and seventh, respectively.

The rankings vary for different types of samples. However, it is generally observed that scots
pine and black pine have the highest calorific efficiency. Ash content, volatile matter content,
and fixed carbon content are important factors that determine combustibility properties. These
factors affect the amount of energy generated during combustion. For example, a high ash
content has a negative impact on the combustion process and leads to less energy production.
Therefore, an analysis that takes into account the factors mentioned above allows us to better
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understand the combustibility performance of biomass and makes the results more meaningful.
This study presents a roadmap for decision-makers in terms of considering the utilization of
softwood trees in efficient energy production and evaluating their potential for other industrial
applications.

B. Comparative Analysis

The DEA method measures the efficiency of DMUs that produce similar outputs. It utilizes
various models for solving decision problems. The input-oriented DEA model involves
examining changes in input quantities while keeping output quantities constant. The output-
oriented DEA model investigates how much output can be achieved with a specific input
combination [37]. In this study, the input-oriented DEA model is preferred due to our higher
control power over the inputs. Different mathematical models are established based on ash
content, volatile matter content, fixed carbon content, and calorific value. These established
mathematical models are solved to determine the efficiency scores of the wood and bark
samples. According to the comparative analysis results presented in Table 3, the priority
rankings produced by the DEA and DEA-AHP methods are very similar. The DEA method
detects several DMUs with the same ranking position, whereas the DEA-AHP approach yields
a distinct ranking among the DMUs. The DEA-AHP approach integrates the weighting
procedure of the AHP into the DEA. This allows for clearer differentiation among the DMUs
and a more effective capture of the complex relationships within the datasets.

TABLE III
COMPARISON TABLE FOR THE DEA AND DEA-AHP METHODS
Trunk wood Branch wood Trunk bark Branch bark
DEA- DEA- DEA- DEA-
Scots pine | 1.000 | 1 1 1.000 | 1 2 1.000 | 1 2 1.000 | 1 1
Black pine | 1.000 | 1 2 1.000 |1 1 1.000 |1 1 1.000 | 1 2
Red pine | 1.000 |1 3 0.967 | 2 3 0.996 |2 5 0.906 | 6 7
Cypress |0.943 |3 5 0.959 | 4 5 1.000 | 1 4 0917 |3 4
Cedar 0.928 | 4 6 0.942 | 6 7 0.890 | 4 6 0.916 |4 6
Fir 0.889 |5 7 0.958 | 5 6 0973 |3 3 0.978 | 2 3
Spruce 0.961 |2 4 0.963 |3 4 1.000 |1 4 0.910 |5 5

IV. CONCLUSION

Softwood trees are important energy sources. These trees are typically fast-growing, making
them ideal for biomass production. Softwood trees also tend to have high energy content, which
makes them effective sources of fuel. Analyzing the calorific efficiency of different parts of
softwood tree species is very important as it contributes to maximizing the efficiency and
effectiveness of the utilization of this energy source. In this study, the calorific efficiencies of
wood and bark samples from various softwood tree species are evaluated using an integrated
DEA and AHP approach. Firstly, the wood and bark samples are compared based on their ash
content, volatile matter content, and fixed carbon content using the DEA method. Then the
AHP method is applied to generate precise efficiency ranking indexes for the samples. The
priority ranking obtained for the trunk wood samples is scots pine - black pine - red pine -
spruce - cypress - cedar - fir. The sequence of the branch wood samples is determined as
follows: black pine - scots pine - red pine - spruce - cypress - fir - cedar. The ranking of the
trunk bark samples is obtained as black pine - scots pine - fir - cypress = spruce - red pine -
cedar. Lastly, the branch wood samples are ranked as scots pine - black pine - fir - cypress -
spruce - cedar - red pine.
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This research endeavor differs from the previous studies. The current study focuses on
evaluating the calorific values of the woods and barks of softwood tree species as a complex
decision-making problem. The DEA and AHP methods are hybridized to conduct a detailed
and comprehensive multicriteria analysis of the problem. The DEA method is complemented
by the AHP method to enhance its disaggregation power. The DEA-AHP approach reveals the
precise efficiency ranking indexes of the wood and bark samples. The proposed evaluation
framework provides a novel way to assessing the thermal performance of different materials
and serves as a roadmap for identifying the most efficient materials in energy production.

This study is an important step in analyzing the caloric efficiency of tree parts. The results
of the study can be useful for decision-makers intending to use trees as energy sources.
Additionally, this study can serve as a foundation for future research. The current study can be
expanded by incorporating different variables, increasing the number of alternatives, and
incorporating expert opinions into the decision-making process. Furthermore, various
performance evaluation methods can be included in the methodology.
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Abstract This study explores opportunities to optimize industrial processes through the
integration of Al and Blockchain as new approach, aiming at benefits such as industrial
manufacturing efficiency, enhancing product quality, and achieving sustainability in an
increasingly competitive modern industrial world. We provide a brief introduction to Al and
Blockchain technologies, which will serve as a basis to further strengthen our argument.
Furthermore, we introduce significant application areas of each technology and further
elaborate on their advantages and challenges in the modern industrial space. Hence, we
introduced a general overview of the operations and systematic steps of an Industrial Processes
System to open new doors for our discussions. This paper further builds on Al and its subsets,
including Machine Learning (ML), which has been credited as a significant contributor in
reducing human workforce and its benefits on optimizing manufacturing processes. Moreover,
various applications in Al have been discussed to further outline its major contributions in the
industry. Our paper suggests significant solutions to supply chain management by introducing
Blockchain and Al as key technologies. Furthermore, we propose our conceptual and
comprehensive model, providing key insights to the exploration of Al and Blockchain in the
optimization process. Our framework illustrates the steps in a detailed manner in combination
with Al and Blockchain inputs, from the initial stage of raw materials to the output stage of the
product itself, further finalizing the process with logistics and distribution. Combined with both
technologies, our findings based on our framework suggests that Al-driven analytics can
provide significant optimizations to the production process, such as enhanced decision-making,
scheduling production, and arranging quality control processes. Meanwhile, Blockchain
provides data integrity and opens doors for ease in regulatory compliance. Finally, the
integration of Al and Blockchain led to sustainable industrial processes, which encourages the
implementation of sustainable business practices as well. Our study underscores the numerous
advantages both technologies provide for the industrial sector, opening doors for further
research and achieve smart, innovative, and autonomous industrial processes. Overall, our
paper maintains a strong stance to indicate that the integration of Blockchain and Al is
inevitable towards maintaining operational excellence in manufacturing processes, promote
partnerships between stakeholders, and improve overall efficiency in industrial processes.

Keywords: Artificial Intelligence, Blockchain Technology, Industrial Optimization, Machine
Learning, Industrial Processes

I. INTRODUCTION

Industries are transforming rapidly with the latest revolution of Industry 4.0. It changed the
course of industrial production, and diverse technologies are shown to be effective in industrial
performance rather than conventional methods [1]. However, this raises questions of
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optimizing industrial processes in diverse sectors [2], such as healthcare, agriculture, energy,
and big data. Moreover, it is set to transform manufacturing processes today and fast-forward
to the future. Challenges arise when industrial processes are not optimized, such as
sustainability issues, technical downsides, system downtime, and regulatory compliance [3].
More specifically, cost of integration, significant energy usage, data management, and
environmental hazard are a few to mention. However, those challenges can be overcome if the
integration process is carried out smoothly. The systematic approach to various issues lies on
the aspects of the system that is being implemented.

The “flow” of manufacturing processes is determined by the efficiency of the system. Thus,
an optimized system will be fully efficient and sustainable. Reducing the time of manufacturing
and delivering products is a significant reason why optimization is greatly needed. For this
reason, different manufacturing techniques and systems are being proposed [4]. According to
the National Association of Manufacturing (NAM) [5], $2.33 trillion was added to the US
economy, while the cost of production averaging on a range between half a million to several
million US dollars. The report had been published in the first quarter of 2020, and it was stated
that raw material prices and product prices would increase, which adds to the cost of
manufacturing.

Blockchain technology and Artificial Intelligence (Al) are used in different sectors in today’s
world, ranging from healthcare, supply chain and logistics, finance, retail and e-commerce,
energy, manufacturing and Industry 4.0, agriculture, and automotive. While Blockchain
technology is a unique approach to handle large amounts of data, Al enhances user experience
by providing optimized automated processes. Blockchain technology mainly operates under
smart contracts to achieve functionality, so every transaction occurs on the user side.
Conversely, Al provides a more seamless ecosystem to the user by carrying operations
smoothly. Unequivocally, industrial processes are slow, inefficient, and resource-consuming
with traditional technologies. However, Blockchain and Al serve as the basis of a new
industrial standard in terms of optimization. While Blockchain achieves scalability and
decentralization, Al focuses on improving automated processes drastically, by implementing
deep algorithms. Traditional technologies handling industrial processes will hardly achieve
optimization. The main advantage Industry 4.0 brings is its sole focus on efficiency and smart
automation for industrial processes, which are areas Blockchain technology and Al are
equipped with naturally. IoT puts an enterprise forward when integrating with manufacturing
processes [6].

However, optimization in industrial processes through Al and Blockchain technology
integration still remains in its early stages where very few researches were conducted and needs
to be explored deeply. Modern industrial systems require the collective benefits of both Al and
Blockchain to achieve full automation. For instance, scalability appears as a common issue in
industrial processes that we have to simultaneously use the properties of both technologies.
Otherwise, a concept of a fully optimized manufacturing process cannot be imagined. How can
the costs that arise from integrating heavy technologies like Al and Blockchain be lowered?
How can we achieve sustainability within the whole process of manufacturing using Al and
Blockchain? Is it possible to introduce a renewable energy model where sustainability is
achieved within the manufacturing process?

Although significant advancements in the application of both technologies have been made,
several research gaps remain. Specifically using Blockchain technology and Al to optimize
industrial processes is a relatively scarce topic. Most studies focus on Blockchain and Al
individually; they do not specifically research on the combination of Al and Blockchain,
opportunities, and challenges in the industrial sector. As such, there one single research that
builds on both promising technologies—AI and Blockchain—together to optimize industrial
processes. For instance, authors in [ 7] explored the integration of Al and Blockchain in Industry
4.0 but it lacks a well-rounded framework that brings together Al and Blockchain to enhance
various industrial processes, with little emphasis on improving overall efficiency and
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sustainability. Consequently, the need for a novel concept to optimize typical industrial process
systems that exist today is one of the main goals of this paper. An enormous potential is
observed among the scientific community regarding Al and Blockchain technology, even if
most research focus on them individually. Latest applications in Blockchain and Al highlight
the importance of these concepts for the future of industry and manufacturing. Moreover, no
research has introduced a conceptual and comprehensive model that actively uses both
Blockchain technology and Al combined for a typical industrial processing system for future
use. Both the benefits of Al and Blockchain technology outweigh the disadvantages greatly. A
lack of research effort about this matter highlights why starting to close the research gap as our
first attempt to emphasize solutions based on a comprehensive and conceptual framework for
optimizing industrial processes is introduced. Therefore, our paper will be the first to visualize
the effectiveness of optimizing industrial processes by combining Al and Blockchain.
The main contribution of this paper can be summed up as follows:

We briefly introduce the Industrial Process System, and Blockchain and Al technologies as the
key concepts to optimize industrial processes. We first start by providing a brief introduction
by explaining the basics of Al and Blockchain with their optimization potentials and challenges
in their respective areas, highlighting their application areas and each technology’s benefits in
the industrial sector. Finally, we propose our conceptual framework exploring Al and
Blockchain integration opportunities in optimizing industrial processes. Our paper provides a
unique model that explains how the combination of Al and Blockchain can optimize industrial
processes and shift it toward smarter industries.

II. LITERATURE REVIEW

1. Industrial Process System

An industrial process system refers to the whole systematic approach in which a combination
of machinery or equipment, technologies, and procedures are used to create a certain product.
This approach can be similar to a cycle, where it can be applied over and over again. The main
goal of the system is to create a finished product using a series of instructions; the process can

Raw Pass

Start materials & Production QI-IB:It\If
resources processes control
Fail
Maintenance
Customer Waste . .
e feedback management fuplshs Packaging

Repair/rework & continuous improvement

Fig. 1.Main industrial processes.
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be mechanical, chemical, or physical. A typical industrial process from the start to the end
serves as the foundation of a production and delivery. The need for a framework arose to
visualize the steps. As in Fig. 1, The industrial processes mainly can be divided into 8
components: (1) Raw materials & resources input, (2) Production Stage, (3) Quality Control
and Inspection stage, (4) Maintenance Stage, (5) Packaging Stage, (6) Logistics Stage, (7)
Waste Management and (8) Customer Feedback Stages.

1.1. Raw Materials and Resources

The Input Stage serves as readying the necessary resources of the manufacturing process and
bring them together. To start the whole process, raw materials are required to transform them
into a product.

The importance of raw materials has been recognized long ago with the initial industrial
process system [8]. The final product consists of which raw materials? Raw materials are basic
materials that are required for production (e.g., plastics, metals, food ingredients, chemicals).
Moreover, energy sources to power the manufacturing process should be collected (e.g., oil,
gas, and electricity). A skilled workforce to ensure that the manufacturing process passes
through successfully and manage equipment is needed. Moreover, to observe the production
process from the beginning to the end requires equipment, which makes it possible to create
the product.

1.2. Production Stage

After the completion of gathering the necessary resources for our production, production
process must begin. It is the actual stage that converts resources gathered to an actual product.
Nevertheless, this stage is the most comprehensive stage in the industrial process as a whole.
The production environment should adhere to the relevant product’s properties in the best
possible way [9]. During the production phase, significant amounts of energy is consumed,
which can lead to high costs and environmental issues. Transitioning to a renewable energy
model will not only foster growth, but also cut costs and reduce environmental impacts
drastically.

1.2.1. Design and Planning

During the design stage, the details of the main product that will be manufactured will be
specified in this stage (e.g., materials that will be used, dimensions, functionality). Then, the
Manufacturing Planning stage answers the question of, “how will this product be
manufactured?” (e.g., the order of the equipment it will go through, equipment, and the specific
time of the production) [10].

1.2.2. Acquisition and Resource Management

During the Acquisition stage, raw materials, product components, and resources from
suppliers are purchased. [11]. Then, acquired products are managed to avoid any shortage or
excess production during the Resource Management stage.

1.2.3. Processing

The Transporting Materials stage is when the raw materials are purchased from the supplier,
they should be transferred to a place suitable to establish initiate production. They can be
transported using automated systems or forklifts. Secondly, the Essential Processes stage
involves the transformation of raw materials into shape parts by using basic machinery
methods, such as molding, cutting, and forming them into essential parts for further shaping
[12]. The Essential Processes stage provided with the basic shaping to further integrate the
parts to form the product. Finally, in the Further Shaping step we apply further processes to the
parts into their respective locations in the product.

1.2.4. Assembly and Advanced Production
In a typical industrial processes system, a challenge might occur when unexpected machinery
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errors happen, which reduces efficiency and increases production time, which might have
economic impacts as well. As a result, this reduces productivity and interferes with operations.
In this stage, manual interference may be required to ensure errorless production due to
complexity, which may result in inefficiency, errors, and slow production processes.

Combining parts before the main assembly or completing the products fully assembled and
delivered to the Quality Control department occurs in the Pre-Assembly and Assembly Line
process [13]. After that, last touches to the product using Essential Shaping or Further Shaping
can be applied namely Automation Processes. Moreover, packaging the product is established
and a non-stop production or batch production can be established. For example, if the product
is cars and electronics, then batch production will be established as these products require high
precision of manufacturing.

1.3. Quality Control

Quality Control checks are made to ensure the product meets industry standards. Checks
such as reliability, durability, and longevity are tested. While examination or inspection are
made to the parts of the product to detect any errors or non-compliant parts. Eventually, tests
are carried out such as stress, safety, or durability tests are performed to ensure the quality of
the product [14].

However, Quality Control checks might be challenging due to slow manual checks, resulting
in diverse subjective product qualities. However, ensuring that the product meets industry
standards and regulations is essential to ensure positive customer experience. If the product is
detected to be defective, then it is sent to the maintenance department.

1.4. Maintenance and Machinery Checks

Preventive and predictive maintenance is applied to ensure that the manufacturing equipment
runs smoothly and fully operational at all times. Also, to ensure that manufacturing machinery
is fully operational by predicting failure moments using Al and IoT and scheduling regular
periods for maintenance. Ultimately, a machine lifecycle method will track equipment status
used in manufacturing to ensure they are replaced with new ones when required.

1.5. Packaging and Labeling

At this stage, automated packaging is involved for efficient shipment while the products are
sealed and packaged to ready them for shipment. Meanwhile, unique identification numbers
are assigned to products for tracking purposes which is known as labelling as well.

1.6. Logistics and Distribution

The distribution of products is an essential stage in the industrial processes system.
Nevertheless, some challenges arise when arriving to this stage. For example, the lack of
transparency in the warehousing process may result in fraud, lost shipments, and delays. This
can affect logistics management greatly and hinder processes. There might be errors when
managing products in the inventory, if poor management skills exist. This results in further
costs and inefficiencies, so balancing in the inventory level is essential to ensure everything
runs smoothly [15].

The process starts with manufactured products being sent to warehouses and awaited to be
shipped to distributors or customers. Next, the products are loaded onto vehicles (e.g., trucks,
cargo planes, ships) to be transported to their destinations. Moreover, the entire process from
raw material acquisition to product delivery can be improved to ensure timely delivery and
cost-effective logistical operations.

1.7. Waste Management and Recycling

A business model cannot thrive without sustainability. It is simply natural that industrial
systems produce a considerable amount of waste, which can lead to environmental issues.
Achieving waste reduction and recycling are essential for a sustainable business.

149



4™ Global Conference on Engineering Research (GLOBCER’24)

To reduce effort, it is essential to research novel methods and implement technologies that
leads to significant waste reduction during the manufacturing process [16]. Commonly, the end
of any manufacturing process will indeed have excess parts of raw materials that are not used.
Recycling those materials will be beneficial to reuse them later in production. Nevertheless,
not all materials will be recyclable. For this reason, we have to ensure that non-recyclable
materials are disposed in an environmental-friendly way, ensuring compliance with
regulations.

1.8. Customer Feedback and Assistance

After-sale, robust customer feedback involves with collecting feedback from customers
about issues encountered, or if any improvements can be made to the product [17]. Also,
warranties, maintenance services, and technical support offered to customers will be beneficial
to ensure customer satisfaction. However, if a wide issue affecting a huge number of products
are detected, then they are recalled back to maintain brand reputation.

Additional challenges such as data security and tracking are significant concerns regarding
the whole industrial processing system, as industrial processes often require maintaining data
integrity and security. Protecting manufacturing, product, and customer data is a must to
maintain trust and credibility. Moreover, establishing partnerships and deals between the brand
and different stakeholders can be challenging, as concerns arise for cyberattacks and data
integrity. In conclusion, protecting data is a top priority for a brand to secure deals.

2. Optimization with Blockchain Technology

Blockchain was first introduced in 2008 by Satoshi Nakamoto, who developed the initial
Bitcoin software and brought cryptocurrency to public attention. Unlike traditional systems
managed by central authorities, such as central banks, Blockchain operates as a decentralized
and distributed ledger technology (DLT) that eliminates the need for intermediaries in digital
transactions. It is open-source and functions across a peer-to-peer network [18]. As in Fig. 2,
Blockchain is a decentralized system where transactions are stored in interconnected, locked
blocks. Blockchain's anonymity, security, and data integrity make it widely adopted across
industries. It secures data using cryptographic hashes and consensus mechanisms, ensuring
tamper-proof information [19]. Smart contracts play a crucial role in securing transactions,
deciding whether to permit or trigger activities on the Blockchain. There are four types: public,
private, consortium, and hybrid Blockchains. Key features include eliminating intermediaries
to enhance speed and reduce costs, ensuring immutable and secure records, providing
transparency for easy auditability, validating only legitimate transactions, preserving user
anonymity, and allowing for smart contract creation through flexible programming.

Fig. 2. A schematic representation of a Blockchain system illustrating the sequential linkage of blocks.
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In the industrial domain, traditional methods of industrial processes are supported with
traditional technologies to record data and facilitate production. However, Blockchain
technology plays a significant role in optimizing industrial processes by providing
transparency, efficiency, and security. Moreover, Blockchain technology is decentralized by
nature, so no centralized authority can interfere with operations. The potential of Blockchain
in transforming supply chain management is inevitable. It enables data security and assists with
quality control (QC). According to [20], Blockchain technology has significant advantages,
such as transparency and traceability, security and trust, immutable data, and smart contracts.

2.1. Supply Chain Transparency

Data on the ledger is immutable, meaning that everything recorded on the Blockchain is
never subjected to change. Moreover, every transaction is recorded on the Blockchain, so data
can be traced easily. For example, supply chain records such as product information and unique
identification numbers securely. This provides benefits such as reduction in delays and
improves legitimacy. The traditional process of sending requests of the customer side to the
supplier is time-consuming [21].

2.2. Data Security

Blockchain’s architecture is designed to ensure data security. Cryptographic keys and
protocols such as smart contracts ensure that no one can access any data. The industrial
processing system includes numerous sensitive data, such as product information,
manufacturing processing parameters, machinery information, and distribution information.
Also, Blockchain’s architecture ensures that data is protected robustly, which greatly reduces
the chances of cyberattacks. For instance, it is reported that hackers have to allocate at least
50% of their computing resources to break a Proof-of-Work consensus mechanism powered
Blockchain [22]. Nevertheless, it is also important to note that a system regarding optimizing
industrial processes should be secured with a secure technology, and Blockchain is the only
and best choice to achieve it.

2.3. Smart Contracts

Smart contracts build on the trust and security of Blockchain. Those contracts are basically
computer programs that function under the Blockchain [23]. They enable the execution of
operations smoothly on the Blockchain, preventing unauthorized action. They automate
processes, such as on-chain payments, delivery verification, or checks regarding compliance
without third-party intermediaries. Smart contracts are an optimal way to reduce costs and
speed up operations.

2.4. Asset Optimization & Partnerships

Another key topic regarding industrial processing systems is “Asset Management.”
Blockchain technology tracks data in real-time throughout the whole production process.
Whenever a new production cycle is initialized, Blockchain will record manufacturing data.
This will ensure that information is up-to-date and accurate. Moreover, we predict that the use
of Blockchain will greatly reduce errors and costs. Since data recorded in the ledger is
immutable, any partnerships established with the brand will establish a strong sense of trust
and collaboration. The Blockchain will serve as a proof of verified information.

2.5. Quality Control (QC) & Regulatory Compliance

Product details are recorded under the Blockchain, and the industrial process system aims
for improving the quality of the products as well. From the beginning to the end of the process,
Blockchain technology records all the data. Indeed, this will establish a guarantee that the
product will adhere to industry standards. If any defects found on the product, data recorded in
the Blockchain will assist with the solution of the issue. Quality Control (QC) with Blockchain
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will greatly optimize the quality of products. Blockchain contains every necessary data that is
needed to be ready for regulatory compliance. For instance, if the brand’s factory were to be
subjected to audits, then we expect that the process would be carried out smoothly because data
can be validated. Counterfeit products are rising in popularity in today’s world. To prevent fake
products to succeed, assigning a unique identification number is of extreme significance. In
maintenance processes, Blockchain provides a record of past repairs, product adjustments,
machinery optimization, and maintenance schedules.

2.6. Automation & Sustainability

Our main purpose with Blockchain integration is to achieve automation. With Blockchain,
we do not need any administration unit within the factory to pull out records. Smart contracts
are the main framework within Blockchain to automate processes, so they handle operations
without a need of workforce. Sustainable business practices and compliance will be handled
transparently with Blockchain technology, and it will ensure that environmental hazard is at
the lowest possible. On the other hand, logistics and shipment details can be tracked via data
recorded in the Blockchain, which reduces probability of mismanaging supply.

2.7. IoT and Blockchain

The combination of IoT with Blockchain offers real-time data transaction between
interconnected devices. Data can be about machines, environmental conditions, and sensor
readings. Also, critical data regarding system status can be observed at all times. In case of
system errors, the issue can be swiftly found and resolved. A Blockchain-powered industrial
Internet of Things (IoT) framework has been proposed in [24], named “ManuChain.” A
manufacturing permissioned Blockchain that stores data, and a custom consensus mechanism
is proposed to synchronize data.

3. Optimization with Artificial Intelligence

Artificial Intelligence (Al), first proposed as a concept by John McCarthy in 1956, has
evolved significantly, moving towards full system automation that enhances efficiency across
sectors such as corporations, government agencies, and businesses. Al systems mimic human
intelligence by comprehending, learning from experience, reasoning, and solving problems.
Al’s unique advantages include performing multiple tasks faster, simultaneously, and with
fewer errors [25]. Modern Al, which adapts with insufficient knowledge and resources [26],
has led to advancements like machine learning (ML)—a critical subset of Al that uses
algorithms and vast datasets to improve its predictive and decision-making capabilities. As
illustrated in Table 1, ML approaches are divided into supervised, unsupervised, semi-
supervised, and reinforcement learning [27], with applications in areas such as natural language
processing, computer vision, and information retrieval. In the energy sector, Al's integration
with Blockchain supports demand-side management and fully autonomous energy systems
[28], while an IoT platform enhances Al's ability to manage smart devices and streamline
industrial management processes.

TABLE I
OVERVIEW OF MACHINE LEARNING APPROACHES AND THEIR DESCRIPTIONS
Type of Learning Description
Supervised Learning Learns from labeled data with input-output pairs.
Unsupervised Learning Identifies patterns in unlabeled data.

Semi-Supervised Learning Combines labeled and unlabeled data.
Reinforcement Learning Learns through rewards and actions in an environment.
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3.1. Predictive Maintenance

Machine failures are common mishappens in industrial processes. Thus, intelligently
predicting the time of machinery failures is what Al will achieve. For this, the Al intelligently
captures past usage and detects failures by analyzing real-time data as well. This improves
performance of machinery and reduces downtimes, thus eliminating repair costs and time
waste.

3.2. Automation & Supply Chain Optimization

Real time control powered by machine learning applications can ensure that manufacturing
machines process smoothly [29]. Al improves as production cycle continues; repetitive tasks
become easier and faster to handle, eliminating human workers for complex tasks. In
conclusion, automating processes increases overall productivity by ensuring repetitive tasks
can be handled by Al. For instance, supply chain issues arise when management wrongly
predicts processes. However, Al enhances processes by optimizing demand, supply, asset
management, and power up supply chains. Moreover, Al can forecast potential disruptions that
might occur during production process, and it builds the chain to be stronger by incorporating
data. In [30], the authors offer a recent system that has been integrated across different
industries: RFID technology establishes identification of IoT devices with Auto-ID, which
creates an efficient system to track manufacturing processes.

3.3. Quality Control & Sustainability

Quality control is a common aspect in both Blockchain and Al. Thus, Al can monitor
production lines during the manufacturing process and detect defects, if away from quality
standards. Al contribution ensures that the product is delivered errorless and in a sustainable
way. In modern industrial processes, achieving energy efficiency has become a real goal for
corporations and factories across the globe. Integrating renewable energy models to production
lines will enhance energy efficiency. Adjusting settings of energy consumption in real-time
leads to reduction in energy costs and push sustainability goals forward by minimizing waste.
Sustainability has been one of the common goals for both Al and Blockchain. Thus, if
manufacturing processes are completed with high precision and consistency, sustainable
production practices are implemented. As a result, hazardous waste and non-environmentally
friendly materials can be eliminated as much as possible.

3.4. Demand Forecasting

Moreover, process optimization has become a need for overall production throughputs. As a
result, making use of big data, integrating information technologies, and develop a unique
product to meet the standards of intelligent manufacturing by integrating Al has become a goal
[31]. Al intelligently identifies manufacturing inefficiencies and suggests real-time corrections.
Optimizing throughput, reduce and increase overall efficiency in production cycles, and
enhance operational performance are the tasks Al will tune by referencing to insights. A brand
does not need to produce more than it is required, based on market demand. Al intelligently
analyzes market trends and commands production line to manufacture based on demand. If a
product is not trending or selling high figures, cutting overproduction would be a solution. In
the end, Al will decide the production rate of the products. Moreover, generated analytics by
Al can help identify patterns and anomalies for decision-makers. Also, Al will be a key role
player in producing different variations of the product, by integration in production line.

3.5. Enhanced Safety

Al-powered equipment can perform complex shaping tasks such as welding, painting, and
assembly with high precision, eliminating human error and enabling full automation. Safety in
the factory and human workers is a top priority when integrating Al in industrial processes.
Predicting dangers and hazardous happenings within the production line or factory will save
lives and eliminates life-threatening dangers. Also, assigning unique IDs for workers within
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the factory and tracking work fatigue can reduce the risk of accidents drastically.

In conclusion, Blockchain, Al, and IoT unifies the whole industrial processing system by
optimizing the whole production process. Authors in [32] proposed a system model that
combines Blockchain, IoT, and Artificial Intelligence in the food industry.

III. PROPOSED CONCEPTUAL FRAMEWORK

Optimizing the industrial processes is a key part of the strategy followed by industries to
increase the efficacy of their operations, and the quality of the products, and be competitive in
a fast-changing marketplace. Al and Blockchain technologies can jointly make ordering raw
materials and delivering final goods leading to a new experience for manufacturing companies.
Dissolving differences through strategic technology combination as a means of enhancing the
operational efficiency of industrial processes, among others, is what we need to explore. With
the integration of these technologies, the use of Al optimization techniques, and the speed
earned from the low latency characteristic of Blockchain technologies, collaboration within the
industry is likely to be much improved. Identifying new data-related economies will also be
part of this because of the soaring capacity of the digital era to store information in a multitude
of ways. As in Fig. 3, a conceptual framework for integrating Al and Blockchain with the
industrial process for the purpose of optimizing the main industrial processes is proposed and
explained in detail.

1. Raw Materials and Resources
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It starts from optimizing raw material management where Al helps through forecasting for
predictive demand using methods like regression and Time Series. Factoring in historical sales
data, businesses can adjust procurement to synchronize better with market conditions,
potentially reducing overstocks and the cost associated. The benefit of Blockchain is that
traceability is built into Distributed Ledger Technology (DLT), which has the potential to
securely track material origins and accountability throughout a supply chain. Smart contracts
also automate procurement through delivery or fulfillment confirmations which partitions the
manual mode, offers efficiency and allows strengthened supplier relationships as a result. With
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a centralized data repository, the analysis is done in real-time (less latency) and decision-
making can be more realistic.

2. Production Stage

However, once we have raw materials locked in, the next question turns to how to make best
of these materials. The use of Al-driven algorithms like genetic algorithms and linear
programming allows for the optimization in production schedules dictated by real-time
information ensuring machine availability, workforce capabilities, and possible constraints as
scrutiny points to these optimized schedules. This makes things faster and removes bottlenecks.
At the same time, Blockchain protects production data by providing an unalterable record and
creating genuinely transparent data that meets international standards. When together, they
provide a single version of the reliable production by using a central data repository that stores
both Al insights and Blockchain records.

3. Quality Control (QC)

During production, quality control is very important, and using Al, this process can be
automated by the exploitation of machine learning techniques, like computer vision and
anomaly detection. With Al, we can increase the accuracy of defect detection by analyzing
product images in real time and therefore reduce human error. The Blockchain inspects and
verifies the data history data and boost security through decentralized ledger records. Al can
forecast future quality errors, and Blockchain ensures the transparency and compliance that
will improve trust in processes for consumers and regulators alike.

4. Maintenance and Machinery Checks

The Al-driven predictive maintenance cuts the downtime by analyzing performance data for
predicting future equipment failure, hence enabling timely intervention. It does so by
considerably reducing unplanned outages and enhancing efficiency in operations. This is
further enhanced by Blockchain, safely recording history of maintenance, hence providing a
transparent record of all maintenance activities. Each one thus complements the other: Al and
Blockchain together provide full insight into machinery health and hence optimize
maintenance management via predictive insights and by reliably keeping track of the
maintenance schedules.

5. Procurement and Inventory Management

The use of demand forecasting models, such as moving averages and exponential smoothing
in procurement and inventory management, allows Al to optimize inventory levels in such a
way that material availability is assured at all times while holding costs are minimized.
Machine learning dynamically rebalances inventory positions based on historical sales. This
gets even more efficient with Blockchain, which makes procurement transactions secure and
automated upon the confirmation of delivery, reducing fraud and building trust between parties.
The data repository makes the Al forecast and the Blockchain locks the transactions, hence
offering both efficiency and transparency in the supply chain.

6. Material Processing

Material processing is done with the goal of optimizing resource utilization, while Al
algorithms analyze production data for energy consumption and waste reduction, meeting
sustainability goals. Al further optimizes resource allocation and monitors quality processes to
meet regulatory compliance. Meanwhile, Blockchain provides a fitting complement to such
steps by tracking material handling for greater accountability and measuring variables for
quality inconsistencies. A data repository reinforces the actionable insights of Al and the secure
record of all material transactions in the Blockchain.

7. Packaging and Labeling: Compliance and Efficiency
As products near the packaging stage, Al-driven systems optimize packaging designs to
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reduce waste and ensure safety, while also improving labeling accuracy and keeping up with
regulatory changes. Blockchain secures labeling information, preventing counterfeiting and
ensuring product authenticity. A data repository combines Al’s analysis with Blockchain’s
secure record-keeping, ensuring compliance and efficiency throughout the packaging process.

8. Logistics and Distribution

Finally, after packaging, the products go into logistics and distribution, where Al-driven
forecasting tools analyze demand from historical data, while delivery routes are optimized to
reduce transportation costs. The Al algorithms adjust routes in real time according to the flow
of traffic. The aim is the minimal consumption of fuel with further enhancement in the
efficiency of deliveries. Blockchain provides the basis for transparency in the supply chain
since all the stakeholders will, in real time, have insight into product movement and status.
This is going to build trust and will help in resolving very key issues related to transaction costs
and imbalance of information. It is also about the data repository, which has a very critical role
in integrating Al analytics into Blockchain records for the delivery of accurate and timely
information to all participants.

9. Customer Feedback and After-Sale Services: Building Relationships

The journey of optimization ends by accruing and analyzing customer feedback and after-
sales service. Al conducts a sentiment analysis of the feedback from each touchpoint, enabling
them to enhancing their products based on customers' insights. Blockchain secures the product
record and warranty claims for completeness with full transparency and trust. Therefore, this
allows the integration of feedback and warranty data by Al to spot trends and patterns, allowing
for better service delivery and realizing consumer verification of authenticity and quality of
products to enhance brand loyalty.

10. Waste Management and Recycling

Sustainability is an important issue in industrial processes. Al creates the opportunity to
reduce waste by analyzing production data and presents more efficient ways of production with
less environmental impact. Blockchain follows the materials that are being recycled and creates
incentives for collecting waste. It therefore fosters accountability and traceability in the
recycling processes. All these put together make transparent recycling programs possible and
drive Al business strategy that centers on waste reduction.

IV. CONCLUSION

Artificial Intelligence integrated with Blockchain technology simply refurbishes industrial
processes, speaking volumes about the realization of operational excellence and optimization
in making operations efficient, more transparent, and sustainable, especially in the competitive
environment that exists today. This is achieved through Al's capability to optimize decision-
making and streamline processes while Blockchain will ensure data integrity by addressing
fragmented data pieces and operational inefficiencies. In this respect, the proposed conceptual
framework brings forth the contribution of predictive analytics and machine learning coming
from Al for the betterment of raw material management, smoothing of production schedules,
and automation of quality control toward high-quality products with operational efficiency.
Furthermore, research in these areas should be continuous to see their fuller realization while
enhancing ease regarding compliance issues with regulatory matters and more cooperation
among partners and stakeholders across the supply chain. From predictive maintenance to
procurement and inventory management, Al and Blockchain are in synergy, with Al-driven
models further supported by secure, decentralized ledgers for better decision-making and
resource utilization. The integration further emphasizes sustainability through the reduction of
wastes from Al waste strategies and traceability through Blockchain that facilitates
accountability and innovation in recycling practices. This eventually may lead to opportunities
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for smart, innovative and optimal industrial processes, where most industries, after
transforming various challenges into growth opportunities, will be encouraged in further
process development.
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Ozet Teknolojik gelismeler ve artan insan ihtiyaglari, yap1 malzemelerinin yalmzca temel
islevlerini yerine getirmekle kalmayip, ¢ok sayida ek gorev tistlenmesini zorunlu kilmaktadir.
Geleneksel ¢imentolu kompozitlerin bu taleplere yanit verememesi, alternatif malzemelere
yonelimi hizlandirmistir. Karbon lifler, ¢imentolu kompozitlere eklenerek elektriksel
iletkenlik, mekanik dayaniklilik gibi 6zelliklerin iyilestirilmesini saglamakta, bu sayede
yapisal saglik izleme gibi akilli malzeme uygulamalarini miimkiin kilmaktadir. Akilli 6zellik
performanslarinin yaninda, olusturulan karbon lif takviyeli ¢imentolu karigimlarin, mekanik
dayanim ve durabilite 6zelliklerinin ortaya konulmasi, s6z konusu kompozitlerin pratik
uygulamalara konu olabilmesi i¢in 6nem arz etmektedir. Yiiksek sicaklik geleneksel betonda
i¢ yapisal bozulmalara yol agarken, mekanik dayaniminda azalmalara yol agmaktadir. Karbon
lif takviyesinin, ¢imentolu kompozitlerin yiiksek sicaklik direncini arttiracagi
disiiniilmektedir. Bu ¢alisma kapsaminda 3 farkli boyda (5 mm, 10 mm, 15 mm) kesikli karbon
lif katkili ¢imentolu harglardan olusan 40mmx40mmx160mm boyutlarindaki prizma
numuneler, 28 giinliik olgunluga eristiklerinde, maksimum sicakligi 600°C ve 800°C olan 2
farklt sicaklik prosediiriine tabii tutulmustur. Sicaklik prosediirlerinin ardindan prizma
numuneler tizerinde 0.05 mm/s yiikleme hizinda 3 noktali egilme testi gerceklestirilmistir.
Deneylerin sonucunda numunelere ait ortaya ¢ikan kirilma yiikleri, kirilma durumundaki
deplasmanlar, kirilma enerjileri ve egilmede ¢ekme dayanimlari kiyaslanmistir. Ayrica,
prizmalardan 3 noktali egilme deneyi sonunda ortaya ¢ikan kalint1 parcalar iizerinden harg
basing dayanimlar1 belirlenmistir. Sonug olarak, ¢imentolu harglara karbon lif takviye edilmesi
durumunda yiiksek sicaklik durumunda egilmede ¢ekme dayaniminin ve kirilma enerjisinin
arttig1 belirlenmistir. Ayrica, karisimda yer alan lif boyu 5 mm olan numunelerin, gézlenen
mekanik ozelliklerinin, hem sicaklik prosediirii uygulandiginda, hem de uygulanmadigi
durumlarda diger boylara gore daha yiiksek oldugu belirlenmistir. Buna paralel olarak, kesikli
karbon lif boyunda yasanan artisin, mekanik oOzellikleri olumsuz etkiledigi sonucuna
varilmigtir. Buna ek olarak yiliksek sicakliga maruz kalan lifsiz har¢larda ortalama basing
dayaniminda 600°C i¢in %50, 800°C igin ise %61 azalma gozlenmistir.

Anahtar Kelimeler: Yiiksek Sicaklik, Karbon Lif Katkili Har¢, Lif Boyu, Cimentolu
Kompozitler

Abstract Technological advancements and growing human needs necessitate that construction
materials not only fulfill their basic functions but also undertake numerous additional tasks.
The inability of traditional cement-based composites to meet these demands has accelerated
the shift toward alternative materials. Carbon fibers, when added to cement-based composites,
enhance properties such as electrical conductivity and mechanical durability, thereby enabling
smart material applications like structural health monitoring. In addition to their smart
applications characteristics, it is crucial to establish the mechanical strength and durability
properties of the carbon fiber-reinforced cementitious mixtures for their practical applications.
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High temperatures lead to internal structural degradation in traditional concrete, resulting in
reductions in mechanical strength. It is hypothesized that carbon fiber reinforcement will
increase the high-temperature resistance of cement-based composites. In this study, prismatic
samples measuring 40mmx40mmx160mm, composed of cementitious mortars reinforced with
three different lengths of discontinuous carbon fibers (5 mm, 10 mm, and 15 mm), were
subjected to two different temperature procedures with maximum temperatures of 600°C and
800°C after achieving 28 days of curing. Following these temperature procedures, three-point
bending tests were conducted on the prism samples at a loading rate of 0.05 mm/s. The results
of the experiments were compared in terms of the fracture loads, displacements at failure,
fracture energies, and tensile strengths in bending. Additionally, the compressive strengths of
the mortars were determined from the residual fragments after the three-point bending tests.
The results indicated that reinforcing cementitious mortars with carbon fibers leads to an
increase in both tensile strength in bending and fracture energy under high-temperature
conditions. Furthermore, it was found that the samples containing 5 mm long fibers exhibited
higher mechanical resistance compared to other lengths, regardless of whether the temperature
procedure was applied. Conversely, an increase in the length of the discontinuous carbon fibers
was found to negatively affect the mechanical properties. Additionally, fiber free mortars
exposed to high temperatures showed an average compressive strength reduction of 50% at
600°C and 61% at 800°C.

Keywords: High Temperatura, Carbon Fiber Reinforced Mortar, Fiber Length, Cement-Based
Composites

I. GIRIS

Teknolojik ilerlemeye paralel olarak artan insan ihtiyaclarinin karsilanmasinda, beseri
unsurlarin ana islevlerinin yaninda, farkli gorevleri de yerine getirebilmesi beklenmektedir.
Ornegin, tagitlar, ilk ortaya ciktiklarinda, yalmizca ulastirma gorevini yerine getirebilirken,
giiniimiizde kullanilan tasitlardan ulastirma islevini konforlu, giivenli, hizli, minimum yakit
tilketimiyle seyahat edebilme gibi beklentiler bulunmaktadir. Geleneksel iglevi lizerine gelen
yiikleri ve gevresel etkileri servis dmrii boyunca giivenle karsilamak olan betonun, giincel
teknolojik ilerleme hizina direnerek yalnizca ana iglevini yerine getiren bir malzeme olarak
varligini siirdiirmesinin miimkiin olmadig: diisiiniilmektedir. Bunun yaninda, halihazirda ¢ok-
fonksiyonlu oOzelliklere sahip betonlar ve ¢imentolu malzemeler gesitli arastirmalara ve
uygulamalara konu olmaktadir.

Cimentolu kompozitlere ¢ok-fonksiyonluluk 6zelligi kazandirilmasi, genellikle icerisine
katilan cesitli malzemeler ile elde edilmektedir. Ornegin, ¢imentolu kompozitler icerisine
iletken liflerin katilmas1 ile birlikte, kompozite elektriksel iletkenlik o6zelligi
kazandirilabilmektedir. Kompozite elektriksel iletkenlik 6zelligi kazandirilmasiyla birlikte,
yapi1 sagliginin izlenmesi, anlik gerilme, genleme, hasar durumunun tespiti, sicaklik seviyesinin
izlenmesi gibi akilli malzeme uygulamalar1 gerceklestirilebilmektedir. Cimentolu
kompozitlere elektriksel iletkenlik 6zelligi kazandirilabilmesi i¢in ¢elik, karbon, piring lif gibi
malzemeler tercih edilmektedir. Bu malzemeler arasinda karbon liflerin korozif direncinin,
agirlik/dayanim oranlarinin, iletken ag gelistirme etkinliginin yiiksek olmasi, karbon lifleri
cimentolu kompozitlerde akilli uygulamalar i¢in bir adim 6ne ¢ikarmaktadir.

Kesikli karbon lif katkili ¢imentolu kompozitler iizerine ¢alismalarin baslangici, 1990’1
yillarin ortalarina dayanmaktadir. Bir¢ok malzemeye kiyasla mekanik o6zelliklerinde
tistlinliikler bulunan karbon liflerin farkli sektorlere yayilmasi ile birlikte, malzeme ingaat
miihendisligi uygulamalarina da konu olmustur.

Kesikli karbon liflerin hacimce belirli miktarlarda ¢imentolu kompozitlerde yer almasi
durumunda, olusturulan kompozitin ¢esitli mekanik ve termal  Ozelliklerinin
goriintiilenebilmesi miimkiin olmaktadir [1]. Bu durum sensor, veri kayit cihazi gibi herhangi
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bir atagsmana ihtiya¢ duyulmadan, elemanin kendi biinyesindeki elektriksel iletkenlik ve piezo-
resistif potansiyelinin kullanilmasiyla, hasar tespiti, gerilme durumunun belirlenmesi gibi
islemlere olanak tanimaktadir. Ayrica atasman ihtiyacinin eksiltilmesi ile birlikte, yapisal
elemanlara gomiili halde bulunan bu atagsmanlarin olusturacagi ilkel kusurlarin Oniine
gecilebilmektedir. Bunlara ek olarak ¢imentolu kompozitlerde karbon lif kullanimi durumunda
kompozitin katodik korozif direncinin artmasiyla birlikte, kompozit icerisinde yer alabilecek
celik donatilarin korozif direncine olumlu etkilerinin oldugu da ortaya konulmustur [2], [3],
[4].

Akillt uygulamalara ek olarak, elektriksel iletkenligin arttirilmasiyla birlikte, ¢imentolu
kompozitlerin elektromanyetik dalga sogurma performansi da artmaktadir. Kesikli karbon
lifler, ¢cimentolu kompozitlere, elektromanyetik dalga sogurma performansinin iyilestirilmesi
amaciyla da katilabilmektedir [5], [6], [7].

Karbon liflerin oldukca yiliksek dayanim/agirlik oranina sahip olmasi, yiiksek ¢ekme
mukavemetleri gibi avantajlar1 sebebiyle, ¢imentolu kompozitler igerisinde dogrudan mekanik
ozellikleri iyilestirmeye yonelik calismalar da mevcuttur [8], [9], [10], [11]. Bu ¢alismalardan
elde edilen sonuglar goéz oniinde bulunduruldugunda karbon lif katkisinin, kompozitlerin
egilmede ¢ekme dayanimini iyilestirdigi, basing dayanimina gézle goriiliir bir olumlu etki
yapmadig1 sdylenebilmektedir. Egilmede ¢ekme dayanimindaki iyilesmeler, liflerin g¢atlak
yakalama potansiyeli ve ¢atlak gelisiminin 6niine gegcmesine dayandirilmaktadir.

Karbon lif katkili ¢imentolu kompozitlerin durabilite 6zelliklerinin aragtirildig1 caligsmalar
sinirli da olsa mevcuttur. Cimentolu kompozitlerde karbon lif katkisinin kuruma biiziilmesi
davranisi, kompozitin su emme kapasitesi ve porozite iizerine etkileri, tartistlmistir [12], [13].

Cimentolu kompozitlerin yiiksek sicakliga maruz kalmas1 durumunda biinyelerinde gelisen
makro ve mikro boyutlu termal c¢atlaklarin, kompozit dayanimini biiyiik Olciide etkiledigi
bilinmektedir [14]. Bu durum biiyiik 6l¢ciide ¢imentolu kompozitleri olusturan bilesenlerin
termal genlesmeleri arasindaki farkliliktan kaynaklanan malzeme biinyesindeki mekanik
cOziilmelerden ileri gelmektedir. Bu durum literatiirde termal uyumsuzluk olarak
adlandirilmaktadir. Bu durumun sonucunda kompozit biinyesindeki ¢imento fazinda gesitli
boyutlarda catlaklar gelisir. Karbon lif katkili ¢imentolu kompozitlerin termal etkiler
sonrasinda mekanik performansini inceleyen ¢aligmalar mevcuttur.

Drchalova vd. Tarafindan gerceklestirilen ¢alismada, PAN (Poliakrilonitril) tipi ve Zift bazl
karbon lif katkili ¢imentolu kompozitler, 3 farkli yiiksek sicaklik prosediiriine maruz
birakilmis, ardindan dogrudan ¢ekme dayanimlar1 ve porozite 6zellikleri arastirilmistir. Ancak
bu ¢aligmada numuneler dogrudan hedef sicakliga getirilen firinlar icerisine ya da 6n-1sitma
islemi uygulanip birakilmistir. On-1sitma isleminin seviyesine dair bir bilgiye calismada
rastlanmamis olup yazarlar tarafindan 6n-1sitmanin isleminin, mekanik 6zellikleri etkileyen en
onemli parametre oldugu diisiiniilmektedir [15].

Cavdar tarafindan gergeklestirilen calismada farkli tipteki lifler iceren c¢imentolu
kompozitlerin yiiksek sicaklik maruziyeti ardindan mekanik dayanimlari arastirilip, mikro-
yapilarinda gelisen kimyasal reaksiyonlar incelenmistir. Farkli hacimsel iceriklerde karbon lif
kullanilarak numuneler kiyaslanmistir [16].

Gergeklestirilen ¢calisma kapsaminda farkli boylarda (5 mm -10 mm — 15 mm) kesikli karbon
lif igeren ¢imentolu harglarin, 3 farkli sicaklik prosediirine maruz kalmasinin ardindan
islenebilirlik ve mekanik ozellikleri arastirilip elde edilen sonuglar ortaya konulmustur.

II. MATERYAL

Bu ¢alisma kapsaminda karbon lif takviyeli 5 farkli 6zellige sahip ¢imentolu harg karisimdan
olusan prizma numuneler, Maksimum sicakligt 600°C ve 800°C olan 2 farkli sicaklik
prosediiriine tabii tutulup, ardindan 3 noktali egilme testi ile, kirilma yiikii, kirilma anindaki
maksimum deplasmanti, kirilma enerjisi, egilmede ¢cekme dayanimlar: belirlenmistir.
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Hazirlanan karisimlarin tamaminda agrega/baglayici/karisim suyu orani 2.75/1.00/0.485
sabit tutulmustur. Karigimlar olusturulurken kullanilan ¢imentoya ait bazi kimyasal ve fiziksel
ozellikler Tablo 1°de yer almaktadir.

Tablo 1: Cimento Ozellikleri.

Cimento Sinifi CEMI1425R
Yogunluk (g/cm?) 3.1
Ozgiil Yiizey Alan1 (cm*/g) 3600

28 glinliik minimum dayanim (MPa) 42.5
Kloriir Muhtevasi <%0.1
Kizdirma Kaybi1 <% 5.0

Karbon liflerin ¢imentolu kompozitler igerisinde kullanilmasi durumunda, taze haldeki
karisimlarin islenebilirligini oldukca diisiirdiigli bilinmektedir [17]. Ayrica karbon liflerin,
kompozit i¢erisinde homojen dagiliminin dayanimi etkileyen énemli faktorlerden biri oldugu
ortaya konmustur [18], [19]. Tiim bunlara dayanilarak hazirlanan karigimlarda baglayici
malzeme miktarinin %15°1, islenebilirligi arttirdig1 bilinen F sinifi ugucu kiil olarak secilmistir
[20]. Islenebilirligi arttirmasina ek olarak, kesikli karbon liflerin kompozit igerisindeki
dagiliminin iyilestirilebilmesi amaciyla polikarboksilik eter esash siiperakiskanlastirict beton
katkis1 karigimlarda baglayict agirhiginin @ %0.40 oraninda yer almistir. Kullanilan
siiperakiskanlastirict katkiya ait ozellikler Tablo 2’de sunulmaktadir. Siiperakiskanlagtirict
oranina yapilan deneme karisimlar1 sonucunda elde edilen yayilma c¢aplar1 géz Oniinde
bulundurularak karar verilmistir.

Tablo 2: MasterGlenium ACE 30® Siiperakiskanlastirici Beton Katkis1 Ozellikleri.

Yogunluk (g/cm?) 1.05
Klorir Muhtevasi <% 0.10
Alkali Muhtevasi <% 3.00
5 mm ol joiiont

Sekil 1: Farkli boylardaki kesikli karbon liflere ait goriiniim.

Cimentolu har¢ karisimlarda yer alan agregalar 0-4 mm tane boyutuna sahip, 0zgiil
yogunlugu 2.65, kalkersi kdkene sahiptir. Calisma kapsaminda kullanilacak kesikli karbon
lifler 7 pm capindadir ve bir demetinde 24 000 adet karbon lif bulunan yiizey polimerine sahip
olmayan (virgin) stirekli yapidaki karbon liflerin mekanik olarak kesilmesiyle elde edilmistir.
Karbon fiberlerin kokeni poliakrilonitril (PAN) olup, yogunlugu 1.6 g/cm’® kadardur.
Olusturulacak karigimlardaki karbon lif igerigi, Pratik uygulamalarda onerilen miktarlara
uygun olacak sekilde sabit olarak hacimce %0.50 olarak segilmistir [21]. 3 Farkli boydaki
kesikli karbon liflere ait goriinlim Sekil 1’de sunulmaktadir.
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Tablo 3: Karbon Lif Takviyeli Har¢ Ozellikleri.

Calisma kapsaminda incelenen karisimlarin 6zellikleri Tablo 3’te sunulmaktadir.

Karisim Adi _Kar‘b(‘)n Lif | Karbon Lif Ucucu Su /Baglayici
Icerigi (%V) | Boyu (mm) | Kiil/Baglayici Orani Orani
CTRL FA 0 - 0.15 0.485
CFO05 0.50 5 0.15 0.485
CF10 0.50 10 0.15 0.485
CF15 0.50 15 0.15 0.485
III. YONTEM

Karbon lif takviyeli ¢imentolu kompozitlerde, liflerin performansin1 ortaya koydugu etkili
bir dayanim artisinin gdzlenebilmesi, lif dagiliminin olabildigince iyilestirilmesi, liflerin,
matris i¢erisinde topaklanmasinin 6niine gecilmesinden ileri gelmektedir. Liflerin dagilimini
tyilestirilebilmesinde literatiirde uygulanan 3 farkli yaklasim bulunmaktadir [22]. Bu ¢alisma
kapsaminda, karbon liflerin karisim suyu ve siiperakigskanlastirici katkiyla birlikte dnceden
soliisyon haline getirilip, karisimin kati fazina eklendigi metot olan 6n-karigtirma yontemi
tercih edilmistir. Farkli arastirmacilar tarafindan bu karistirma yonteminin literatiirde yer alan
diger yontemlere kiyasla avantajlar1 ortaya konmustur [22], [23], [24].

Karisimlar har¢ mikserinde sabit hizda (300 dev./dakika) 12 dakika boyunca karistirilmis
olup tiim karisimlarda birbirine yakin yayilma c¢aplart (19+2 cm) Olglilmiistiir. Karigimlar
40x40x160 mm?® boyutlarindaki prizmatik kaliplara yerlestirildikten sonra, sarsma tablasi
yardimiyla sikistirilmistir. 24 saat priz alma siiresinin ardindan elde edilen numuneler
kaliplardan ¢ikarilip 23+2°C sabit sicakliktaki su i¢erisinde 28 giinliik test yaslarina kadar kiir
kosullarina maruz birakilmaistir.

1000

Sicaklik Prosediirii A
o Sicaklik Prosediirii B
800 - — ap— —
/
/7
—
O 600
N
=
g
Q 400
N
200
04
T T
0 60 120 180 240 300 360

Siire (Dakika)
Sekil 2: Yiiksek Sicaklik Firminda Uygulanacak Sicaklik Prosediirleri.

28 giinliik olgunluga erisen numuneler, hem biinyelerinde yer alan nemi kaybetmeleri, hem
de firinda sicaklik prosediirlerine maruz kaldiklarinda termal sok ile karsilagmamalari amaciyla
50°C sicaklikta 48 saat boyunca etiiv icerisinde bekletilecektir. Firinda gergeklestirilecek
sicaklik prosediirlerine ait sicaklik zaman ¢izelgesi Sekil 2’de sunulmaktadir. A ile gosterilen
sicaklik prosediiriinde firin i¢ sicakligi sabit sicaklik artis hiziyla (200°C/saat) 600°C hedef
sicakliga ulasip bu sicaklikta 2 saat boyunca bekletildikten sonra firina enerji girisi durmakta,
firin i¢ ortam1 ve dolayisiyla hazirlanan numuneler serbest sogumaya birakilmaktadir. B ile
gosterilen sicaklik prosediiriinde ise firin i¢ sicakligi sabit sicaklik artis hiziyla (200°C/saat)
800°C hedef sicakliga ulasip bu sicaklikta 2 saat boyunca bekletildikten sonra firina enerji girisi
durmakta, firin i¢ ortami ve dolayisiyla hazirlanan numuneler serbest sogumaya
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birakilmaktadir. Firinda sicaklik prosediirlerine maruz birakilan numunelerin yaninda, oda
sicakliginda bekleyen eslenik numuneler de mevcuttur. Bu numuneler, firin prosediirlerine
maruz kalacak numuneler ile birlikte etiivde 48 saat boyunca bekletilmesinin ardindan oda
sicakliginda bekletilmistir. Artan sicaklikla birlikte ¢imentolu malzemelerde dayanim
gelisiminin  hizlandig1 bilinmektedir. Bu uygulamada etliv igerisinde ¢imento dayanim
kazandiric1 kimyasal reaksiyonlarinin hizlanmasi ile ortaya ¢ikabilecek yaniltict sonuglarin
Oniine gegilemesi hedeflenmistir.

Yiiksek sicaklik prosediirlerine maruz birakilan numuneler, firn i¢ sicakligi, ortam
sicakligina eristigi anda, yiiksek sicaklik firinindan ¢ikarilarak 3 noktali egilme testine tabi
tutulmustur. 3 Noktali egilmede yiikleme deplasman kontrollii olarak 0.5 mm/dakika hizinda
gergeklestirilmistir ve numunelere ait yiik-deplasman iligkisi yilikleme g¢ercevesine entegre
deplasman olger ve bilgiyar yardimiyla kayit altina alinmistir. Sicaklik prosediiriine maruz
birakilmayan numuneler oda sicakliginda iken test edilmistir. 3 Noktali egilme deneyinden elde
edilen veriler kullanilarak, numunelere ait, kirilma yiikii, kirilma anindaki maksimum
deplasman, kirilma enerjileri, egilmede ¢ekme dayanimlar1 hesaplanmistir.
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Sekil 3: Numunelere ait Yiik-Deplasman Iliskileri. (a) Sicaklik Prosediiriine maruz kalmamus,
(b) 600°C sicaklik prosediiriine maruz kalmis, (¢) 800°C sicaklik prosediiriine maruz kalmis
numuneler.

3 noktali egilme deneyinde kirilan prizmatik numunelerin kalintilari, 3N/s yiikleme hizinda
basing testine maruz birakilarak, har¢larin basing dayanimlar1 da belirlenmistir. Sicaklik
prosediiriine maruz birakilmayan numuneler ile karsilagtirmali analizler gerceklestirilip,

yuksek sicakligin  ve karbon 1if boyunun siralanan parametreler {izerine etkisi
degerlendirilmistir.
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IV. BULGULAR

Cimento esasli malzemelerin, ¢ogu malzemeye kiyasla yangin ve yliksek sicaklik etkisine
kars1 direncli bir malzeme oldugu bilinmektedir [25]. Sicaklik artisiyla birlikte ¢imento esasl
bilesenler igeren kompozitler biinyesinde ¢esitli kimyasal reaksiyonlar ve fiziksel etkiler
gelismektedir. Sicaklik arttikca kompoziti olusturan malzemelerin termal genlesme katsayilar
farkli oldugundan, goreli genlesmeler gergeklesecektir. Bu durum termal uyumsuzluk olarak
bilinir ve kompoziti olusturan malzemelerin birbirinden bagimsiz davranislar sergilemesine
neden olur. Cimento pastasi ve agrega ara ylizey Ozelliklerinin, dayanimi kontrol eden bir
parametre oldugu bilinmektedir [25]. Termal uyumsuzluk durumunda arayiizey bolgesinde
gerceklesecek zayiflamalar, kompozit dayaniminda etkili olacaktir. Cimento hidratasyonu
tirtinleri, biinyelerindeki serbest nemi 100°C’de tamamen kaybetmektedir. 105°C sicakliktan
itibaren ise ¢imento hidratasyon {iriinlerine bagl olarak bulunan biinye suyu buharlagmaya
baslar, sicaklik 400°C’ye ulastiginda ise kimyasal olarak bagli su tamamen kaybedilmis olur,
Kalsiyum hidroksit (Ca(OH)2) bilesenleri CaO’ya déniisiir. Bu olay c¢imento fazinda bir
dayanim kaybina yol agmazken, poroziteyi arttirmaktadir. 400°C’den yiiksek sicaklik
seviyelerinde hidratasyon tirlinleri ayrigmaya baslamakta ve ¢cimentoda dayanim saglayan ana
unsur olan C-S-H jellerinin kimyasal yapist bozulmaktadir. Cimento biinyesinde gelisen
reaksiyonlar siirerken, 200°C sicakliga kadar ¢imento-agrega arayliiziinde herhangi bir mikro
catlak gelisimi yaganmamaktadir [26], [27]. Bu sicaklik seviyelerinden itibaren, mikro ¢atlak
yogunlugu, sicaklik artisiyla birlikte artmaktadir. Siralanan faktorlerin, kesikli karbon lif igeren
¢imentolu har¢larin mekanik dayanimlari {izerine etkileri gergeklestirilecek testler sonucunda
kiyaslanacaktir.Gergeklestirilen 3 noktali egilme deneyinden sonra elde edilen numunelere ait
yiik-deplasman iligkileri Sekil 3’de sunulmaktadir.

Numunelere ait yiik-deplasman verilerinden elde edilen Kirilma yiikii, kirilma anindaki
deplasman ve ylik-deplasman grafiginin altindaki alandan faydalanilarak hesaplanan kirilma
enerjisi parametrelerine dair siitun grafikleri Sekil 4, Sekil 5 ve Sekil 6 ‘da sunulmaktadir.
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Sekil 4: Numunelere ait Kirilma yiikii, Deplasman ve Kirilma
enerjileri. (a) Sicaklik Prosediiriine maruz kalmamas.
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Sekil 5: Numunelere ait egilmede ¢ekme dayanimlari. (b) 600°C sicaklik
prosediiriine maruz kalmus.
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Sekil 6: Numunelere ait egilmede ¢ekme dayanimlari. (c) 800°C sicaklik
prosediiriine maruz kalmus.

Dikdortgen kesite sahip numunelerde 3 noktali egilme deneyi icin egilmede ¢ekme dayanimi
Denklem (1) yardimiyla hesaplanabilmektedir. Karigimlara ait egilmede ¢ekme dayanimlarina
ait siitun grafikleri Sekil 7°de sunulmaktadir.

orr = (3) 1o 0

166



4" Global Conference on Engineering Research (GLOBCER '24)

©

Egllmede Cekme Dayanimi (MPa

1“1

CTRLFA  CF05 CF10 CF15
Karisim Adi (a)

o ~
1 1

(%)
1

N w
1 1

Egilmede Cekme Dayanimi (MPa)
- £

o
|

I Egilmede Gekme Dayanimi (MPa))|

;JIIl

CTRLFA  CF05 CF10 CF15
Karigim Adi (b)

Egilmede Cekme Dayanimi (MPa)

S

Egllmede Cekme Dayanimi (MPa

1l

CTRLFA  CF05 CF10 CF15
Karigim Adi (¢)

w
1

Egilmede Cekme Dayanimi (MPa)
- N

o
|

Sekil 7: Egilmede Cekme Dayanimlari. (b) 600°C sicaklik prosediiriine maruz
kalmas, (c) 800°C sicaklik prosediiriine maruz kalmis numuneler.
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3 Noktali egilme deneyinin ardindan ortaya ¢ikan prizma kalintilari, basing testine tabi
utulmustur. Basing dayanimlarina ait siitun grafikleri ve hesaplanan standart hata miktarlar
Sekil 8’de sunulmaktadir.
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Sekil 8: Ortalama Prizma Basing Dayanimlari. a) Sicaklik Prosediiriine maruz kalmamas,
(b) 600°C sicaklik prosediiriine maruz kalmis, (¢) 800°C sicaklik prosediiriine maruz kalmig
numuneler.

V. SONUCLAR

Kesikli karbon lif katkilar1 akilli uygulamalar i¢in ¢imentolu malzemeler ile birlikte
kullanilabilmektedir. Bu bi¢imde olusturulan kompozitlerin elektriksel ozellikleri
giiniimiizde ilgi konusu olsa da mekanik ve durabilite 6zelliklerinin arastirilmasi da bu tipteki
kompozitlerin pratik uygulamalara konu olabilmesi i¢in Onem arz etmektedir.
Gergeklestirilen ¢alisma kapsaminda yiiksek sicakliga maruz birakilmis kesikli karbon lif
iceren ¢imentolu harglarin, 3 noktali egilme deneyi sonucunda mekanik dayanimlart ve
karbon lif boyunun mekanik dayanimlar tizerine etkisi aragtirilmistir. Elde edilen
bulgulardan yararlanilarak varilan sonuglar su sekilde siralanabilir:

e Karbon Ilif boyunun artmasi, c¢imentolu harglarda egilmede ¢ekme dayanimini
azaltmaktadir. Bu durum sicaklik faktoriinden bagimsiz olarak gelismektedir.

o Sicaklik faktorii lif iceren harglarda egilmede ¢ekme dayanimini smirli diizeyde
azaltirken, lif icermeyen kontrol harcinda kayda deger azalimlar gézlenmistir (600°C i¢in
%350 ve 800°C i¢in %61 ortalama basing dayanimi azalmistir).

e Kirilma enerjisi lif boyundaki artisa paralel olarak azalmaktadir. Bu durum sicaklik
faktoriinden bagimsiz olarak gerceklesmektedir.
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e Karbon lif varliginin, prizma 3 noktali egilme deneyi sonrasi kalintilar iizerinde
gergeklestirilen basing dayanimina kayda deger bir etkisi gdzlenmemistir.
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Ozet: Giiniimiizde bulut bilisim, isletmelerin dijital doniisiim siirecinde hayati bir rol
oynamakta olup, dogru bulut hizmet saglayicisinin se¢imi, organizasyonlarin operasyonel
verimliligini artirmada kritik bir faktordiir. Ancak, bulut hizmet saglayicilar1 arasinda ¢ok
sayida kriter ve alternatifin bulunmasi, karar verme silirecini olduk¢a karmasik hale
getirmektedir. Bu calisma, en uygun bulut hizmet saglayicisinin belirlenmesi amaciyla
gergeklestirilmistir. Bilgi teknolojileri alaninda ¢alisan 6 uzman ile yapilan beyin firtinasi ve
literatiir taramasi sonucunda, bulut hizmet saglayicisi se¢iminde 6nemli olan 8 temel Olgiit
belirlenmistir: Maliyet, Saglamlik, Olgeklenebilirlik, Giivenlik, Hizmet Cesitliligi, Yiiksek
Erisilebilirlik, Performans ve Esneklik. Analitik Hiyerarsi Siireci (AHS) kullanilarak her bir
Olciitiin agirliklar1 hesaplanmis ve TOPSIS yontemiyle 5 alternatif saglayict (AWS Cloud,
Microsoft Azure Cloud, IBM Cloud, Google Cloud, Oracle Cloud) siralanmistir. Bu yontemler
sayesinde, en uygun bulut hizmet saglayicisi objektif bir sekilde tespit edilmistir.

Anahtar Kelimeler: Bulut Bilisim, Bulut Hizmet Saglayicilari, Bilgi Teknolojileri Hizmetleri,
Cok Olgiitlii Karar Verme Metotlari, AHS, TOPSIS

Abstract: Currently, cloud computing plays a vital role in the digital transformation process
of businesses, and the selection of the appropriate cloud service provider is a critical factor in
enhancing organizations' operational efficiency. However, the presence of numerous criteria
and alternatives among cloud service providers complicates the decision-making process
significantly. This study aims to determine the most suitable cloud service provider. Through
brainstorming sessions with six experts in the field of information technology and a
comprehensive literature review, eight key criteria were identified as essential for the selection
of a cloud service provider: Cost, Reliability, Scalability, Security, Service Variety, High
Availability, Performance, and Flexibility. Using the Analytic Hierarchy Process (AHP), the
weights of each criterion were calculated, and five alternative providers (AWS Cloud,
Microsoft Azure Cloud, IBM Cloud, Google Cloud, Oracle Cloud) were ranked using the
TOPSIS method. Through these methodologies, the most suitable cloud service provider was
objectively identified.

Keywords: Cloud Computing, Cloud Service Providers, Information Technology Services,
Multi-Criteria Decision-Making Methods, AHP, TOPSIS

171



4™ Global Conference on Engineering Research (GLOBCER’24)

I. GIRIS

Bulut bilisim, giintimiizde isletmelerin dijital doniisiim siire¢lerinde 6nemli bir unsur haline
gelmis olup, dogru bulut hizmet saglayicisinin secimi, organizasyonlarin operasyonel
verimliligi ve slirdiiriilebilirligi agisindan kritik bir karar noktasidir. Bulut hizmet saglayicilari,
farkl1 6zellikler ve performans diizeyleri sunmakta; bu da se¢im siirecini karmasiklastiran ¢ok
sayida kriter ve alternatifin degerlendirilmesini gerektirmektedir. Isletmeler i¢in en uygun
saglayiciy1 secerken maliyet, glivenlik, saglamlik ve 6l¢eklenebilirlik gibi faktorlerin yani sira,
hizmet ¢esitliligi, yliksek erisilebilirlik, performans ve esneklik gibi kriterlerin de gbz oniinde
bulundurulmasi gerekmektedir. Bu ¢aligmada, ¢ok 6l¢iitlii karar verme teknikleri kullanilarak,
isletmelere en uygun bulut hizmet saglayicisinin nasil secilebilecegi incelenmis ve bu
dogrultuda Analitik Hiyerarsi Siireci (AHS) ve TOPSIS yontemleri kullanilarak bir
degerlendirme yapilmustir.

Bu c¢alismada, en iyi bulut hizmet saglayicisin1 se¢gmek amaciyla ¢ok 6l¢iitlii karar verme
yontemleri kullanilmistir. 11k olarak, Analitik Hiyerarsi Siireci (AHS) yontemiyle bulut hizmet
saglayicisinin se¢iminde dikkate alinacak kriterlerin agirliklar1 belirlenmistir. Ardindan,
TOPSIS yontemi ile bu kriterler lizerinden alternatif saglayicilar siralanmistir.

Literatiir taramas1 sonucunda, bulut hizmet saglayicisi se¢ciminde en yaygin kullanilan
giivenlik, maliyet, saglamlik, Ol¢eklenebilirlik, hizmet cesitliligi, yliksek erisilebilirlik,
performans ve esneklik gibi 8 ana kriter belirlenmistir. Bu kriterler dogrultusunda, bilisim
teknolojileri alaninda uzman 6 kisi ile anket yapilmis ve anket sonuglarinin tutarliligi kontrol
edilmistir. Tutarsiz sonuglar tekrar degerlendirilerek anketler tutarli hale getirilmistir.

Caligmanin sonucunda, ilgili firma i¢in en uygun bulut hizmet saglayicist belirlenmis ve
AHS ile TOPSIS entegrasyonuna dayali hesaplamalar yapilarak en uygun alternatif se¢ilmistir.

II. BULUT BILiSIM TEKNOLOJiSi

Bulut bilisim gelismeye devam eden bir siire¢ oldugundan genel kabul gérmiis bir tanim
bulmak giictiir. Bilisim sektorii igerisindeki taraflar bulut bilisim i¢in farkli tanimlar
yapmaktadirlar [1]. Bu tanimlar su sekilde aciklanabilir: Bulut, ¢ok sayida bilgisayarin
birlesimi ile olusan veri merkezlerini igeren, kullanicilarin kaynaklara internet iizerinden
erisimine imkan taniyan bir bilgi islem agidir.

Bulut bilisim ise igslem ve depolama kaynaklarinin dagitimi i¢in olusturulmus, kullanicilarin
bilgiye internet lizerinden erigsmesi, paylagsmasi ve bilgi iizerinde ortak islem yapmasini
saglayan bir teknolojidir. Bulut bilisim, bir bilgisayar i¢in gerekli goriilen tiim programlarin,
kurulumana ihtiya¢ duyulmadan internet iizerinden erisilerek kullanilmasi fikrine dayanur.
Bulut bilisim, bilgisayarlarin yeteneklerini genisleten, kullanicilarin bir dizi yazilim ve servise
internet aracilig1 ile erisimlerine imkan saglayan bir teknolojidir [2]. Bulut bilisim bilgi
teknolojileri servisleri i¢in, internet tabanli yeni bir destek ve dagitim modelidir.

Bu model, uzak cihazlara ve sunucu hizmetlerine internet aracilig: ile kolaylikla erigim
saglanmas1 fikrinin bir iriliniidiir. Tipik bulut bilisim, bir sunucu {istiinde tutulan veri ve
yazilimlara web servisi ya da web tarayici benzeri yazilimlarla erisilebilmesini saglar {3].
Web’in ikinci biiylik dalgasi olarak isimlendirilen ve gelecekte is diinyasina 1s1k tutacak en
onemli kavramlardan biri olan bulut bilisim, internet tizerinden bir servis olarak sunulan bilgi
teknolojileri kaynaklarmin kullanimi ve gelistirimidir.

Bulut bilisim, gercek zamanli ve internet tabanli teknoloji servis ve kaynaklarini igeren bir
kavramdir [4]. Bulut bilisim, depolama ve veri isleme yiikiinii bilgisayarlar iizerinden alarak,
uzak sunucular iizerine aktaran bir modeldir. Sunucular iizerinde bulunan veriler, ihtiyag
duyuldugu anda, internet iizerinden bilgisayarlara aktarilir. Verilere diinyanin herhangi bir
yerinden ve internete bagli olan herhangi bir cihaz iizerinden erisilebilmektedir.
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III. COK KRITERLI KARAR VERME YONTEMLERI

Karar verme, bulunan biitlin alternatifler arasindan amaca en uygun ve olmasi en miimkiin
olan bir veya birkag alternatifin secilmesi siirecidir. Ozellikle son zamanlarda yapilan bilimsel
calismalar, karmagsiklik ve belirsizligin yer aldig1 bir karar ortaminda bulunan karar verme
gerekliligi olan karar vericinin, bilgi ve tecriibelerini sistematik bir bi¢imde degerlendirerek,
en iyi sonuca nasil ulasabilecegine iliskin yaklasimlar getirmistir. Bu sebeple de karar
vericilerin yapmasi gereken, amaclarin1 gerceklestirecek farkli alternatifler arasindan sectigi
kriterlere gore bir analiz yapmak ve birini se¢gmektir.

CKKYV, karar bilimlerinin bir alt dali olup, karar siirecinin belirlenen o6l¢iitlere gore
modellenmesi ve analiz edilmesi siirecine dayanmaktadir. Karar vericinin sayilabilir sonlu
veya sayllamaz sayida alternatiften olusan bir kiime icerisindeki en az iki kritere dayali
degerlendirmeler yaparak se¢im yapilmasini saglar. Bu sebeple de CKKV yontemleri, karar
vericinin topladigi verileri en 1yi sekilde analiz ederek hedef ya da hedeflerini gerceklestirecek
alternatifleri cesitli dlgiitlere gore analiz edilmesine ve karar vericinin isteklerini kargilayacak
en uygun alternatifin belirlemesine yardimei olmaktadir [5].

Literatiirde, bir¢cok ¢ok kriterli karar verme yontemi Onerilmistir. Ayrica, dzelliklerinin ve
performanslarinin karsilastirilmasina dayali bircok makale de bulunmaktadir. Ancak, hangi
yontemin en uygun ve hangi yontemin en etkili olduguna kesin bir cevap vermek hala
onemlidir. Bu nedenle, Stanujki¢, D., Dordevi¢, B., & Dordevi¢, M. (2013), baz1 ¢ok kriterli
karar verme yontemlerini Sirbistan bankalarmnin siralama 6rneginde kullanmislardir. Bu
makalenin amaci, bankalar1 siralamada hangi yontemin uygun oldugunu belirlemek degildir.
Makalenin amaci, farkli ¢ok kriterli karar verme yontemlerinin kullanilmasinin bazen farkli
alternatif siralamalar yaratabilecegini vurgulamaktir. Farkli sonuglara yol acan bazi sebepleri
ortaya koymak ve farkli CKKV yontemleriyle elde edilen farkli sonuglarin rastgele bir olay
olmadigini, tersine gergekligi yansittigini belirtmektedir [6].

Cok kriterli karar verme (CKKV), hem nicel hem de nitel yontemdir. Bir problemin birden
¢ok ¢oziimii vardir, ancak ¢oziimii bulmak ve ¢oziim ile ilgili uygun karar1 almak CKKV'nin
uygulanmasidir. Bhole & Deshmukh (2018), tiim CKKYV yontemleri hakkinda bilgi verir ve
literatiirdeki ¢esitli alanlara CKKV yontemlerinin uygulanmasini agiklar. Amag, CKKV
yontemlerini ve uygulamalarini ortaya koymak ve c¢esitli problemler i¢in CKKV'nin dogasini
anlamaktir. CKKV'nin diger alanlara uygulanmasi, yeni arastirma alanlar1 i¢in bir fikir
vermektedir. Calisma, farkli aragtirmacilar tarafindan incelenen problemleri ve AHS, TOPSIS,
MAUT gibi CKKV yontemlerini kullanarak yorumladiklar1 ¢oziimleri bulmaya yardimei
olmaktador. AHS, TOPSIS, MAUT en ¢ok kullanilan yontemler olmustur ancak hibrit veya
entegre yontemler gibi ¢éziimler konum, finans, atik su, iflas, koprii insaat1 gibi problemler
icin ¢Oziim saglar. Bu kombinasyon, CKKYV tarihinde yeni bir ¢agin baslangicini olusturur [7].

IV. LITERATUR TARAMASI: BULUT BILISIM VE COK OLCUTLU KARAR VERME
YONTEMLERI

Bulut bilisim, bilisim diinyasinda 6énemli bir paradigma degisikligi yaratmistir ve birgok
calisma bu konuda derinlemesine incelemeler sunmaktadir. Yildiz (2009) bulut bilisimin
sirketler tizerindeki etkilerini ve denetim siireglerini ele almistir [1]. Rayport ve Heyward
(2009) bulut bilisimin gelecekteki potansiyelini vurgulamiglardir [2]. Knorr ve Gruman (2008)
ise bulut bilisimin ger¢ek anlamini ve bu teknolojinin is diinyasinda ne anlama geldigini
aciklamigtir [3]. Kocagiineli ve arkadaslar1 (2009), bulut bilisimde yazilim 6l¢iimleme, hata
analizi ve tahmin arac¢larini tartismistir [4].

Cok olciitlii karar verme (MCDM) yontemleri, bulut hizmet saglayicilart gibi karmagik
secim siireclerinde kritik bir rol oynamaktadir. Chen ve Hwang (1992), bulanik ¢ok ol¢iitli
karar verme yontemlerinin temellerini atmistir [5]. Stanujki¢ ve arkadaslar1 (2013) bazi 6ne
¢tkan MCDM yontemlerini analiz ederek Sirp bankalarinin siralanmasina yonelik bir uygulama
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yapmislardir [6]. Bhole ve Deshmukh (2018), ¢ok kriterli karar verme yontemlerinin genel
uygulamalari lizerine kapsamli bir ¢aligma sunmustur [7].

Saaty (1986), Analitik Hiyerarsi Siireci (AHS) metodunun aksiyomatik temellerini
aciklamig ve bu yontemin karar verme siireclerinde nasil kullanildigini detaylandirmistir [8].
Tas ve arkadaglart (2018), AHS ve TOPSIS yontemlerinin entegrasyonunu kullanarak
poliklinik degerlendirmeleri iizerine bir ¢alisma yapmustir [9]. Asoglu ve Eren (2018) ise
benzer yontemlerle bir isletmenin kargo sirketi se¢imini incelemislerdir [10]. Cheng ve
arkadaslar1 (2002), AHS yoOnteminin hatali kullaniminda ortaya c¢ikan problemleri ele
almiglardir [11].

Yurdakul ve I¢ (2005), iiretim sirketleri icin performans 6l¢iim modelleri gelistirmis ve AHS
ile TOPSIS yontemlerini birlestirerek bu modelleri degerlendirmislerdir [12]. Bu ¢aligmalar,
bulut hizmet saglayic1 se¢cimi gibi karmagsik karar siireclerinde ¢ok olgiitli karar verme
yontemlerinin 6nemini ve etkinligini ortaya koymaktadir.

Bu literatiir caligmalari, hem bulut bilisimin hem de ¢ok 6lgiitlii karar verme yontemlerinin
kuramsal temellerini olusturmakta ve pratik uygulamalarina yonelik cesitli yontemler
sunmaktadir.

V. ANALITIK HIYERARSI SURECI (AHS)

Analitik Hiyerarsi Stireci (AHS), ilk olarak 1968'de Myers ve Alpert tarafindan ortaya
konmus, daha sonra 1977'de Profesér Thomas Lorie Saaty tarafindan gelistirilmistir. AHS,
alternatiflerin veya projelerin onceliklerini belirlemek i¢in, bir¢ok degiskenin dikkate alindig1
karmasik karar verme siireclerinde kullanilan bir tekniktir. Bu yontemin uygulanmasi, bir
problemin daha etkili bir sekilde analiz edilmesi ve bagimsiz olarak karsilastirilabilmesi igin
Olciitlerin bir hiyerarsi seklinde diizenlenmesiyle baglar. Hiyerarsi olusturulduktan sonra, karar
vericiler, her bir Olgiit icin alternatifleri sistematik olarak degerlendirmek amaciyla ikili
karsilagtirmalar yapmaktadirlar [8].
1.Adim: Problem tanimlanir. Karar i¢in gerekli olan Olgiitler belirlenerek, o6l¢iit oncelikleri
tespit edilir.

2.Adim: Hiyerarsik yapi, en iistte ulasilmasi gereken ana hedefin yer aldigi bir diizenle
olusturulmaktadir. Bu ana hedefin altinda temel Olgiitler ve alt olgiitler bulunmaktadir.
Hiyerarsinin en alt seviyesinde ise alternatifler yer almaktadir. Hiyerarsinin asama sayisi,
problemin karmasikligt ve detay diizeyine bagli olarak degismektedir. Hiyerarsi
olusturulurken, ayni diizlemde bulunan segeneklerin birbirinden tamamen bagimsiz oldugu
varsayilmaktadir [9].

3.Adim: Ikili karsilastirmalar matrisi olusturulmaktadir. 1 ile 9 arasinda deger alan bir dnem
derecesi 6lgegi kullanilmaktadir. Once temel dlgiitler, varsa alt dlgiitler ve son olarak tiim
Olctitlerin dikkate alinarak oOlciitlere gore karar segeneklerinin karsilastirildigi matrisler
olusturulur. Karsilastirma matrisleri kdsegen elemanlar1 1 olan bir kare matristir. Onem
degerlerine gore dilsel degerler Tablo 1.1°de gosterilmektedir.

Tablo 1.1 Onem Degerlerine Gére Dilsel Degerler

Onem Onem Degerleri
Degerleri

Esit Onemde

Biraz Daha Onemli (Az Ustiinliik)

Olduk¢a Onemli (Fazla Ustiinliik)

Cok Onemli (Cok Ustiinliik)

Son Derece Onemli (Kesin Ustiinliik)
2,4,6 ve 8 Ara Degerler (Uzlagma Degerleri)

O 3 D W =
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4. Adim: Matristeki her eleman kendi siitun toplamina béliinerek, normalize edilir. Normalize
edilmis matrisin her bir siitun toplami 1 olur.

5.Adim: Oncelik vektorii hesaplanir. Normalize edilmis matrisin her bir satir toplami, matrisin
boyutuna boliinerek ortalamasi alinir. Bulunan bu degerler her bir 6l¢iit i¢in hesaplanan 6nem
agirliklaridir. Bu agirliklar, dncelik vektoriinii olusturur.

6.Adim: Tutarhilik oram hesaplanir. Ikili karsilastirmalar yapildiktan ve oncelikler
belirlendikten sonra, karsilastirma matrislerinin tutarliligt degerlendirilmektedir. Bir A
matrisinin tutarli olup olmadigmi belirlemek igin "Tutarlilik Indeksi Katsayis1" gibi
yontemlerden biri kullanilir. Tutarliligi degerlendirmek igin "Rasgele Indeks" (RI) degeri de
bilinmelidir. CI ve RI degerleri belirlendikten sonra, "Tutarlilik Oran1" hesaplanmaktadir [10].

7.Admm: Olgiitler igin ikili karsilastirma matrisi olusturularak, karar segeneklerinin dncelik
vektori hesaplanir. Bu dncelik vektori, olgiitler i¢in agirlik vektorii olarak da tanimlanabilir.

8. Adim: Karar segenekleri swralanir. Olgiitler igin elde edilen oncelik vektorleri
birlestirilerek tiim Oncelikler matrisi olusturulmaktadir. Bu matris ile karar se¢eneklerinin
oncelik vektorii ¢arpilip toplanarak sonug vektorii elde edilmektedir. Sonug vektériinde en
yiiksek agirliga sahip olan karar segenegi, problemin ¢dziimii i¢in tercih edilmesi gereken
segenek olarak belirlenmektedir [11].

VI. TOPSIS METODU

TOPSIS, Hwang ve Yoon tarafindan 1980 yilinda gelistirilen bir ¢ok kriterli karar verme
(CKKYV) yontemidir. Bu yontem, bir¢cok alternatif arasindan en iyi tercihin yapilmasini
kolaylastirarak karar vericilere yardime1 olmaktadir. TOPSIS, CKKV yontemlerinde yaygin
olarak kullanilan bir yontemdir. Uygulama asamalarinin kolay ve anlasilir olmasi, sonuglarin
yorumlanmasinin zor olmamasi sebepleri ile bir¢ok karar alic1 tarafindan tercih edilmektedir.

Karar matrisi m adet alternatif ile n adet 6lgiitlii karar verisinden olusmaktadir. Burada A
degerleri alternatifleri, x degerleri ise bu alternatiflerin dlgiitlerini ifade etmektedir.

1.Adim: Standart karar matrisi, 4 matrisinin elemanlarindan yararlanarak ve asagidaki
formiil kullanilarak hesaplanmaktadir.

reoo= ot (1)

Y m g2
i=1 %ij

2.Adim: Oncelikle degerlendirme faktorlerine iliskin agirlik degerleri (Wi) belirlenmektedir.
Daha sonra R matrisinin her bir siitunundaki elemanlar ilgili degeri ile ¢arpilarak V matrisi
olusturulmaktadir.

3.Adim: TOPSIS yontemi, her bir degerlendirme faktoriiniin sabit artan veya azalan bir
egilime sahip oldugunu varsaymaktadir. Uygun ¢6ziim setinin olusturulabilmesi i¢in V
matrisindeki agirliklandirilmis degerlendirme faktorlerinin, yani siitun degerlerinin en
biiyiikleri se¢ilmektedir. Uygun ¢6zlim setinin bulunmasi asagidaki formiilde gosterilmektedir.

= [l rE) (M| D) @

Negatif uygun ¢oziim seti, V matrisindeki agirliklandirilmis degerlendirme faktorlerinin,
yani siitun degerlerinin en kiigiikleri se¢ilerek olusturulmaktadir. Negatif uygun ¢6ziim setinin
belirlenmesi asagidaki formiilde gosterilmektedir.
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Her iki formiilde de fayda en biiyiiklenirken, kayip ise en kiigliklenme degerini gdstermektedir.
Hem uygun hem de negatif uygun ¢oziim seti, m elemandan olusan degerlendirme faktorii
sayisini igermektedir.

4.Adim: TOPSIS yonteminde, her bir karar noktasina ait degerlendirme faktor degerlerinin,
uygun ve negatif uygun ¢dziim setlerinden sapmalarini bulmak igin Oklid Uzaklik Yaklagimi
kullanilmaktadir. Elde edilen sapma degerleri, Uygun Ayirim (S;+) ve Negatif Uygun Ayirim
(S;-) Olgiisii olarak adlandirilmaktadir. Uygun Ayirim (S;+) Olgiisiiniin hesaplanma formiilii
ile Negatif Uygun Ayirm (S;-) Olgiisiiniin  hesaplanmas1 asagidaki formiillerle
gosterilmektedir [12].

Sir = \/z?zl-(vi,- — V)2 ()

S = \/Z;‘:i(vij )2 )

Burada hesaplanacak S;+ve S;-sayis1 karar noktasi sayist kadar olacaktir.

5.Admm: Her bir karar noktasinin uygun ¢oziime goreli yakinliginin (C;) hesaplanmasinda,
uygun ve negatif uygun ayirim 6lgiilerinden faydalanilmaktadir. Burada, negatif uygun ayirim
Olclisliniin toplam ayirim Olgiisii i¢indeki payr dikkate alinir. Uygun ¢oziimiin yakinlik
degerinin hesaplanmasi agagidaki formiilde gosterilmektedir.

Si—

“= G ©

Burada C; degeri 0 < C; < 1 araliginda deger alir ve C; = 1 ilgili karar noktasinin uygun ¢oziime,
C; = 0 ilgili karar noktasinin negatif uygun ¢6ziime mutlak yakinligini géstermektedir.

VII. ANALIZ VE BULGULAR

Bu caligmada, bulut hizmet saglayicist se¢iminde ¢ok 6l¢iitlii karar verme yontemlerinden
Analitik Hiyerarsi Stireci (AHS) ve TOPSIS yontemleri entegre bir yaklasimla kullanilmastir.
Bilgi teknolojileri alaninda uzman 6 kisi ile yapilan anketler sonucunda, bulut hizmet
saglayicist segiminde en etkili 8 ana dl¢iit belirlenmistir: Maliyet, Saglamlik, Olgeklenebilirlik,
Giivenlik, Hizmet Cesitliligi, Yiiksek Erisilebilirlik, Performans ve Esneklik. AHS yontemi ile
her bir Ol¢iitiin agirliklart hesaplanmis ve ardindan TOPSIS yontemiyle bu kriterler
dogrultusunda belirlenen 5 alternatif bulut saglayicisi (AWS Cloud, Microsoft Azure Cloud,
IBM Cloud, Google Cloud, Oracle Cloud) siralanmistir. Belirlenen 6l¢iitler ve alternatiflerin
yapisi, Sekil 1.1°de detayli olarak sunulmaktadir.
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D1: MALIYET

D2 : SAGLAMLIK

D3 : OLCEKLENEBILIRLIK

>D4 : GUVENLIK ¢ RS \
BULUT SISTEMI SECIiM ‘ V,:!{'}“— A3: AZURE CLOUD
OLCUTLERT \_ _ 4‘#“ /
D5 : ESNEKLIK
|__,ID6: YUKSEK

ERISILEBILIRLIK

D7 : PERFORMANS

D8 : HIZMET CESITLILIGI #

k.

Sekil 1.1 Bulut Hizmet Saglayicisinin Degerlendirilmesi i¢in Hiyerarsk Yap:

Asagidaki c¢ok Olgiitlii karar verme yontemlerinde kullanilacak olan Olgiitlerin
aciklamalar1 verilmistir.

Tablo 1. 2 Olgiitlerin A¢iklamalari
Olciitler Aciklamalar

Bulut hizmet yapilandirmalarin1 ve is yiikiinii hesaba katarak
D1: Maliyet bulutta olusabilecek hizmetlerin isletme maliyetidir.

Uygulama calistirilirken miidahale edilmeden sorunsuzcalisip
D2: Saglamhk calismadig1 ve ne kadar uzun siire ayakta durabildigidir.

Sistemin degisen is yiikii miktarima veya web uygulamasina
D3:0l¢eklenebilirlik gelen trafige uyarlanabilmesidir. Temel olarak, uygulama i¢in
kaynaklarin artirilmasi veya azaltilmasi, dl¢geklendirme olarak
adlandirilir.

Bulut bilgi islem giivenligi olarak da adlandirilan bulut
D4: Giivenlik giivenligi, bulut bilisim ortamlarini, uygulamalarini, verilerini
ve bilgilerini koruma disiplini ve uygulamasini ifade eder.
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Bulut ¢ozlimleri, verilerinize ve kaynaklariniza diinyanin
DS5: Esneklik herhangi bir yerinden hizli ve giivenli bir sekilde erismenizi ve
islemenizi saglayarak isletmelerinize ve ¢alisanlarina daha fazla
esneklik sunar.

Bir sistemin kabul goren bir operasyonel performansla
D6: Yiiksek Erisilebilirlikl normalden uzun siire calismasini saglamaya yonelik bir
karakteristiktir.

Bulut servisinin kolay yonetilebilmesi i¢in gerekliolan

D7: Performans .
yonetimsel araglardir.

DS8: Hizmet Cesitliligi Sistemde ihtiya¢ oldugunda bu ihtiyac1 karsilayabilmegiiciidiir.

Bu ¢alismada, bulut hizmet saglayicisi segiminde etkili olan dlgiitler arastirilmigtir. Yapilan
literatlir taramalar1 ve uzman goriisleri dogrultusunda, bulut hizmet saglayicisi se¢iminde
belirleyici olan oOlgiitler 5 ana baslikta toplanmistir. Bu 6lgiitler, bilgi teknolojileri alaninda
deneyimli 6 uzman tarafindan degerlendirilmis ve Ol¢iitlerin birbiriyle olan iliskileri nedeniyle,
cok kriterli karar verme yontemlerinden Analitik Hiyerarsi Siireci (AHS) kullanilmistir. Orta
Olcekli sirketler i¢in bulut hizmet saglayicist se¢iminde, AHS ile elde edilen kriter agirliklari
dikkate alinarak bir degerlendirme yapilmistir.

alismada, en uygun bulut hizmet saglayicisinin se¢imi igin AHS ile entegre edilen TOPSIS
yontemi kullanilmistir. Bu siirecte, belirlenen kriterler dogrultusunda, 20 ila 30 y1llik deneyime
sahip bulut mimarlar1 ve uzmanlara anket uygulanmistir. Ankete katilan uzmanlar, Cloud
Solution Architect, Founder-Devopslogy, Senior Solution Architect ve Cloud Advocate gibi
pozisyonlarda ¢alismaktadir. Anketlerin tutarliligi kontrol edilmis ve gerekli diizenlemeler
yapilmistir.

AHS yontemi kullanilarak kriterlerin agirliklar1 hesaplanmis ve su sonuglar elde edilmistir:
0.22,0.20,0.11,0.10, 0.10, 0.09, 0.09 ve 0.08. Bu agirliklar, TOPSIS yontemi ile birlestirilmis
ve alternatif bulut hizmet saglayicilar siralanmistir. Sonuglar, Tablo 1.3’te gosterilmis olup,
Azure, AWS, IBM, Google ve Oracle bulut hizmet saglayicilar1 arasinda en uygun secenek
olarak Azure secilmistir.

Tablo 1. 3 CKKV Yontemi Sonuglari Genel Gosterimi

Alternatifler AHS&TOPSIS
AZURE I

AWS
ORACLE
GOOGLE
IBM

[, I S VS B \ S )

TARTISMA

Bu caligmada, bulut hizmet saglayicilarinin se¢iminde ¢ok 0lciitlii karar verme yontemleri
olan Analitik Hiyerarsi Siireci (AHS) ve TOPSIS yontemlerinin entegrasyonu ele alinmistir.
Literatiir taramas1 sonucunda, bulut bilisim ve ¢ok o6l¢iitlii karar verme yOntemleri {izerine
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yapilan 6nceki ¢aligmalarin kapsami ile mevcut ¢alisma arasindaki benzerlikler ve farkliliklar
belirlenmistir.

Oncelikle, literatiirdeki ¢alismalarm bulut bilisimin is diinyasindaki rolii ve etkileri {izerine
odaklandigr goriilmektedir. Yildiz (2009) ve Knorr ile Gruman (2008), bulut bilisimin
sagladig1 avantajlar1 ve isletmeler igin kritik 6énemini vurgularken, bu calismada dogrudan
bulut hizmet saglayicilarinin segiminde kullanilan kriterlerin belirlenmesi hedeflenmistir. Bu
baglamda, literatlirdeki bulgularla paralellik gosteren bir yaklasim benimsenmistir.

Ayrica, ¢ok oOlgiitlii karar verme yontemlerinin uygulamalari iizerine yapilan arastirmalar,
bu calismada benzer bir ¢ercevede degerlendirilmistir. Ozellikle, Stanujki¢ ve arkadaslarinimn
(2013) MCDM yontemlerini kullanarak gergeklestirdigi ¢alismalar, yapilan arastirmanin
somut bir 6rnegi olarak one ¢ikmaktadir. AHS ve TOPSIS yontemlerinin entegrasyonu,
literatiirdeki mevcut caligmalarla oOrtiismekte ve bulut hizmet saglayicilari segiminde
uygulamali bir katki saglamaktadir.

Uzman goriisleri ile belirlenen Olgiitler, arastirmanin giivenilirligini artirmakta ve
literatiirdeki benzer yaklagimlarla tutarlilik gostermektedir. Bu calisma, hem akademik
literatiirdeki teorik temellerle uyumlu bir sekilde bulut hizmet saglayicilarinin se¢iminde etkili
olan kriterleri belirlerken, hem de sektore Ozgii bir analiz sunarak pratik bir katki
saglamaktadir.

Sonug olarak, bu calisma bulut hizmet saglayicilarinin se¢iminde kullanilan ¢ok dlg¢iitli
karar verme yontemlerinin 6nemini ve etkinligini ortaya koymaktadir. Elde edilen sonuglar,
isletmelerin dogru karar verme siireclerini destekleyerek bulut bilisim alanindaki
rekabetgiliklerini artirmalarina olanak tanimaktadir. Bu baglamda, literatiirdeki bilgi birikimini
uygulamaya doniistiiren bu ¢alisma, hem akademik hem de pratik acidan dnemli bir katki
olarak degerlendirilmektedir.

VIII. SONUC VE ONERILER

Bu ¢alismada, bulut hizmet saglayicilarinin se¢iminde ¢ok 6lgiitlii karar verme yontemleri
olan Analitik Hiyerarsi Siireci (AHS) ve TOPSIS yontemlerinin entegrasyonu kullanilarak en
uygun bulut hizmet saglayicisinin belirlenmesi amaglanmistir. Calisma sonucunda, gilivenlik,
maliyet, saglamlik, Slgeklenebilirlik, hizmet ¢esitliligi, yiiksek erisilebilirlik, performans ve
esneklik gibi kriterlerin 6nemine vurgu yapilmis ve bu kriterlere gore AWS, Microsoft Azure,
IBM Cloud, Google Cloud ve Oracle Cloud alternatifleri arasinda en iyi se¢enek olarak
Microsoft Azure belirlenmistir.

Bu sonuglar, bulut hizmet saglayicilarinin se¢ciminde sistematik bir yaklagimin ve analitik
yontemlerin 6nemini gostermektedir. Sirketlerin, karar verme siireclerini daha verimli hale
getirmek ve rekabet avantaji saglamak i¢cin AHS ve TOPSIS gibi yontemleri benimsemeleri
onerilmektedir. Ozellikle, karar vericilerin, kriterlerin agirliklarin1 belirlerken uzman
goriislerine dayanan anketlerin sonuglarini dikkate alarak daha kapsamli ve giivenilir kararlar
alabilecekleri sonucuna varilmustir.

Gelecek aragtirmalar i¢in Oneriler, farkli sektorlerde bulut hizmet saglayicilarinin se¢iminde
bu yontemlerin uygulanmasi ve alternatif MCDM yontemleri ile karsilastirmali ¢aligmalar
yapilmasidir. Ayrica, bulut bilisim alanindaki gelismelerin hizla degistigi goz Oniinde
bulundurularak, giincel kriterlerin siirekli olarak gézden gegirilmesi ve yeni bulut hizmet
saglayicilarinin eklenmesi Onerilmektedir. Bu tiir caligmalar, isletmelerin karar verme
sireclerini destekleyerek daha etkili ve verimli bulut hizmet kullanimlarini tesvik edecektir.

Sonu¢ olarak, bulut hizmet saglayicilarinin se¢iminde ¢ok Olgiitli karar verme
yontemlerinin entegrasyonu, isletmelerin dijital doniisiim stireglerine katki saglamakta ve
rekabetciliklerini artirmaktadir.
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Ozet: Betonarme yapilarda mekanik ve elektrik tesisat1 igin kullanilan boru ve kablolarin
projelerinde belirtilen sekilde doseme ve kirig alt yilizeyinden gegirilmesi gerekmektedir.
Ancak net kat yiiksekligini azalttig1, enerji kaybina sebep oldugu ve birtakim estetik kaygilara
yol actig1 gibi gerekgelerle iletim hatlarinin kirislerde imalat esnasinda birakilan veya tiretimin
tamamlanmasindan sonra olusturulan gévde bosluklarinin i¢inden ge¢irildigi uygulamalarla
siklikla karsilagilir. Ancak govde bosluklari kirigin yiik tasima kapasitesini, gd¢me tipini, enerji
tilkketme kapasitesini, kullanilabilirlik sinir durumlarini olumsuz yonde etkileyebilmektedir.
Halihazirda imalat siireci tamamlanmis ve kiris gévdesinde bosluk bulunduran yatay tasiyici
elemanlara sahip yapilarin sayisinin azimsanmayacak kadar fazla oldugu unutulmamalidir. Bu
nedenle bosluklu betonarme kirislerin dayanim ve davraniglarinin irdelenmesi oldukca
onemlidir.

Bu calisma kapsaminda govde bosluklarinin betonarme kiriglerin performansi iizerindeki
etkisi arastirilmistir. Bu amacgla yedi adet kolon kiris birlesiminin niimerik modelleri
olusturulmus ve monotonik yiikleme etkisindeki davranmiglari incelenmistir. Alt1 adet
dikdortgen govde bosluguna sahip kiris ve karsilastirma amaciyla bir adet bosluksuz referans
kiris analiz edilmistir. Go6vde boslugunun sayisi, boslugun kiris yiiksekligi boyunca olan
konumu ve bosluk boyutu ¢alismanin degiskenleri olarak belirlenmistir. Kiriglerdeki boyuna
donati miktarlar1 sabit tutulmus ve bosluk ¢cevresine ilave donati yerlestirilmemistir. Nimerik
modelleri olusturulan kiriglerin performansi yiik tagima kapasitesi ve enerji tilkketme kapasitesi
acgisindan degerlendirilmistir. Degisen parametrelerin sonuglar tizerindeki etkisi kiyaslamalar
yapilarak sunulmustur. Elde edilen sonuglara gore kiriste etriye kaybina neden olan genis
govde bosluguna sahip numunede tasiyabilecegi maksimum yiikiin ve enerji tliiketme
kapasitesinin referans numuneye gore onemli Ol¢lide azaldigi anlasilmistir. Elde edilen
bulgulara gére monotonik yiikleme altinda kirisin ¢ekme bolgesinde agilan boslugun kiris
davraniginda fark edilebilir bir degisiklige sebep olmadigi, buna karsin basing bdlgesinde
agilan boslugun kirisin yiik tasima kapasitesi ve siinekliligini azalttig1 gozlenmistir. Kiris
yiiksekliginin orta bolgesinde agilan deliklerin de basing bolgesindeki delikler kadar olmasa da
kirisin ylk tasima kapasitesi ve siinekliligini azalttig1 gozlenmistir. Kiris yiiksekliginin orta
bolgesinde acilan deliklerin sayisinin arttirilmasinin (enine donati kaybi olmadan) davranigi
degistirmedigi gozlemlenmistir. Ancak delik genisliginin artmasi ve dolayisiyla enine donati
kaybinin yaganmasinin davranista goriillecek olumsuz degisimde en biiyiik etkiye sahip oldugu
bulunmustur.

Anahtar Kelimeler: Betonarme, bosluklu betonarme kirisler, kolon-kiris birlesimi, sonlu
elemanlar yontemi,
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Abstract: In reinforced concrete structures, pipes and cables used for mechanical and electrical
installations must be installed according to the project specifications, typically passing through
the floor slab and the bottom surface of the beams. However, due to reasons such as reducing
the floor height, causing energy loss, and raising aesthetic concerns, it is possible to see beams
with web openings that are either left in the beams during manufacturing or created after the
completion of production. However, the use of these beams with web openings can negatively
affect the load-carrying capacity of the beam, the failure type, ductility and the usability limits.
It should not be forgotten that there are a significant number of structures with beams that have
openings. Therefore, investigating the strength and behavior of beams with web openings is of
considerable importance.

This study investigates the effects of web openings in the beam on the performance of

reinforced concrete beams. To this end, numerical models of seven beam-column joints were
created, and their behavior were examined under displacement control technique. Six beams
with rectangular web openings and one reference beam without any web openings were
analyzed for comparison. The number of web openings, the location of the web openings along
the beam height, and the size of the web openings were determined as the variables of the
study. The amount of longitudinal reinforcement in the beams was kept constant, and no
additional reinforcement was placed around the web openings.
The performance of the beams with numerical models was evaluated in terms of load-carrying
capacity, failure load, and ductility. The effects of the varying parameters on the results were
compared and presented. According to the results, in the beam with a large rectangular web
opening close to the support (BRC-6), it was found that the maximum load it could carry, its
energy dissipation capacity, and the failure load significantly decreased. Based on the findings,
it was observed that the presence of a web opening in the tensile region under push down
loading did not cause a noticeable change in the beam's behavior, whereas a web opening in
the compression region reduced the beam's load-carrying capacity and ductility. Web openings
located in the middle section of the beam height also decreased the beam's load-carrying
capacity and ductility, though not as much as web openings in the compression region. It was
observed that increasing the number of web openings in the middle section of the beam height
did not change the behavior. However, an increase in the web opening width had the most
significant negative impact on the behavior.

Keywords: Reinforced concrete, beams with opennings, beam-column joints, finite element
method

1. GIRiS

Bir yapiin mekanik ve elektrik tesisatinin dogru sekilde projelendirilmesi ve yerlestirilmesi
tagiyici sisteme ait elemanlarin projelendirilmesi ve iiretimi kadar 6nemlidir. Yapi icerisinde
yer almasi zorunlu ve kullanim amacina gore ihtiyag duyulabilecek isitma ve sogutma
sistemleri, havalandirma kanallar1, sthhi tesisat borulari, elektrik tesisatina ait iletim kanallar1
gibi yapmmin mekanik ve elektrik tesisati elemanlarinin projelerine uygun sekilde
konumlandirilmadigr orneklerle sik sekilde karsilagilmaktadir. Kat net yiiksekliginin
korunmasti, maliyetin azaltilmasi, enerji kaybinin 6niine gecilmesi ve estetik kaygilar sebebiyle
kirise denk gelen iletim hatlarimin kirig alt yliziinden gecirilmesinden kaginilir. Bu gibi
nedenlerle kirig imalati sirasinda veya sonrasinda iletim hatlariin gegebilecegi bosluklar
olusturulur. Kiris agikligi ve yiiksekligi boyunca kare, dikdortgen veya dairesel geometrili,
farkli boyutlara sahip gévde bosluklar ile karsilagilabilmektedir.

Literatiir incelendiginde bugiine kadar kirig gévde bosluklarinin geometrisinin, konumunun,
boyutlarinin kiris dayanim ve davranisina etkisinin incelendigi bir¢ok deneysel ve niimerik
calismanin yapildig1 goriilmektedir.

Mansur, Lee, Tan ve Lee yaptiklar1 ¢alismada biiyiikk govde bosluklarina sahip, boyuna
donat1 miktarlar1 ve diizenleri es betonarme kirislerin dayanim ve davranislarini deneysel
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olarak incelemislerdir. Calismada bosluk boyutu, kiris agikliklarinin sayist ve boslugun
acikliktaki konumunun kiriglerin gégme seklini nasil etkiledigi arastirilmistir. Bosluk genisligi
ve derinliginin artmasiyla kiris mukavemetinin ve rijitliginin yaninda gé¢me yliikiiniin de
azaldig1 belirlenmistir. Incelenen kirislerde bosluk konumunun catlama yiikii {izerinde
neredeyse hicbir etkisinin olmadigi anlasilmistir. Bosluklarin, momentin biiyiik oldugu
bolgelerde yer almasi durumunda deformasyonlart arttigi ve kirisin daha erken gdgmesine
neden oldugu anlasilmistir [1].

Tan, Mansur ve Wei [2] calismalarinda ACI-318 [3] yOnetmeliginin dairesel gdvde
bosluklarina sahip betonarme kirislerin kesme dayanimi i¢in ortaya koydugu yaklagimin
yeterliligini incelemektedir. Govde bosluguna sahip T kesitli betonarme kirislerin negatif
moment bdlgesindeki davranisinin anlasilmasi amaciyla kirisler ters sekilde test edilmistir.
Yapilan deneyler, bosluk cevresinin yonetmelikte belirtilen sekilde donatilandirilmasiyla
kirisin nihai dayanimmin korunabilecegi ve catlaklarin kontrol altinda tutulabilecegini
gostermistir. Bosluk etrafina yerlestirilen diyagonal donati g¢ubuklarinin kirig basing
bolgesindeki gerilmeleri azaltarak betonun erken ezilmesinin 6niine gectigi belirlenmistir [2].

Mansur, Tan ve Wei [4] T kesitli betonarme kirislerle ilgili yaptig1 ¢aligmada, var olan yap1
elemanlarinda delik agilmasinin sonuglarini incelemektedir. Calismada dikkate alinan ana
parametreler bosluk boyutu ve konumudur. Kirislerin mesnet bolgelerine yakin agilan
deliklerin kiris dayanimin ve rijitligini 6nemli 6l¢iide azalttigi belirlenmistir. Kiris rijitliginin,
kiris enine donatilarina zarar verilmeden agilan bosluklardan minimum oranda zarar gordiigi
tespit edilmistir. Kiris gdvdesinde acilan delikleri hargla doldurulmus kirislerin, kirisin

Tan, Mansur ve Huang [5] calismalarinda biiyilik gévde bosluklarina sahip T kirisleri pozitif
veya negatif moment etkisinde test etmislerdir. Birden ¢ok bosluga sahip kirislerin dayanim ve
kullanilabilirlik yoniinden tek bosluklu kirislerden daha iyi performans gosterdigi
belirlenmistir [5].

Mansur ve Paramasivam [6] imalat esnasinda birakilan kii¢iik govde bosluguna sahip bir
kirigin burulma ve egilme etkisi altindaki dayaniminin belirlenebilmesi icin analiz yontemi
sunmustur. Kiris dayanimlarinin ¢esitli gogme modlarinda belirlenebilmesi i¢in denklemler de
tiiretilmistir ve bu denklemlerin deneylerden elde edilen sonuclarla uyumlu oldugu
gozlenmistir. Bosluk boyutu ve konumunun yaninda bosluk g¢evresi i¢in Onerilen ilave
donatilarin boyut ve yerlesimini de g¢aligma parametreleri olarak kullanilmistir. Yapilan
deneylerde ilave kose donatilarimin catlak genisligini sinirlamada etriyeden daha etkin
oldugunu gostermistir.

Mansur, Tan ve Lee [7] ¢calismalarinda egilme ve kesme etkisinde biiyiik dikdortgen govde
bosluguna sahip betonarme kiriglerin tasarlanmasi i¢in bir yontem dnermektedir. Test sonuglari
Onerilen yontemin basarisini ortaya koymustur. Calismada ana parametreler boslugun boyutu,
derinligi, konumu, dismerkezligi, bosluk ¢evresindeki donatilarin miktar1 ve diizenidir. Kose
donatis1 olarak kullanilan diyagonal donatilarin c¢atlak genisligi ve sehim kontroliinde kiris
enine donatisindan daha etkili oldugu belirlenmistir. Bosluklu kirislerin kesme dayaniminin
%75’1inin diyagonal donatilar tarafindan karsilandig1 belirlenmistir [7].

Ashour ve Rishi [8] calismalarinda boyuna donati oranlar1 ve geometrileri ayni olan gévde
bosluguna sahip betonarme kirisleri test etmistir. Bosluk boyutu ve konumu deneyin ana
degiskenleridir. Sabit tutulan degiskenler sebebiyle bosluk konumuna bagli olarak 2 farkli
gogme modu ile karsilasilmistir. Kiris kapasitesinde bosluk cevresine yerlestirilen dikey
donatilarin yatay olarak yerlestirilenlerden daha etkili oldugu belirlenmistir [8].

Berk [9], betonarme kiris tizerinde acilan tek bir noktadaki boslugun sebebiyet verecegi
gerilme yigilmalar i¢in ¢oziimler arastirmis ve kiris boyunca birakilan diizenli bosluklar
sayesinde gerilmelerin tiim kirise yayilmasi amaglamistir. Daire ve kare seklinde govde
bosluguna sahip betonarme kirisler kiris boyutu ve bosluk konumu degistirilmeden deneye tabi
tutulmustur. Boyuna donati orani, bosluk geometrisi, bosluklar arasi dikmelerde etriye
kullanim1 ve ¢apraz donati kullanimi degisen deney parametreleridir. Deney sonuglarina gore

......
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etkileri aragtirilmistir. Boyuna donati miktar1 fazla olan kirislerden biri hari¢ diger tiim deney
elemanlar1 ¢ok slinek davranmistir. Deney numunelerinin ¢ogunda yapilan uygulamalar
sayesinde referans kirislerden elde edilen siineklik degerlerinin 1.5-2 katina ulasilmistir. Kiris
numunelerinin kesme kirilmasi yerine egilmeden gogtiigii belirlenmis, bir noktada gerilme
yigilmalarin1 6nlemek amaciyla diizenli bosluk olusturulmasi fikrinin ise yaradigi goriilmiistiir.
Dairesel bosluklu elemanlarin siineklik, rijitlik ve dayanim degerlerinin kare bosluklu
elemanlardan daha yiiksek oldugu belirlenmistir [9].

Aykag ve Yilmaz [10] ¢aligmalarinda daire veya liggen seklinde diizenli biiyiik bogluklara
sahip betonarme Kkiriglerin diizglin yayili yiikk altindaki davranmiglarini deneysel olarak
arastirmistir. Diizenli ve kiris boyunca devam eden bosluklar sayesinde gerilmelerin kirige
dagilacagi bir noktada yigilmayacagi disiiniilmiistiir. Deney degiskenleri olarak bosluk
geometrisi ve ¢ekme bolgesindeki donati orani secilmistir. Normal ve az ¢ekme donatisina
sahip kirislerin yeterli dayanim gosterdigi belirlenmistir. Cok donatili bosluklu kirigler tagima
giiclerini aniden yitirmig bunun sonucunda ¢ok donatili kiriglerde istenilen basarinin elde
edilemedigi farkli bir donat1 diizenine ihtiya¢ duyulduguna karar verilmistir. Daire seklinde
bosluklara sahip kirisler liggen seklinde bosluklulara gore daha siinek oldugu belirlenmistir.
Bunun yaninda dairesel kesitli numunelerin dayanimi daha yiiksektir [10].

Kahraman [11] ¢ok sayida kare govde bosluguna sahip betonarme kirislerin egilme
davraniglarini incelemistir. Calisma kapsaminda referans bosluksuz kirigler ile bosluklu
betonarme kirislerin sonlu eleman modelleri olusturulmus ve bu modellerin analiz sonuglartyla
literatiirdeki deney sonuglari kiyaslanmistir. Niimerik sonuglarla deneysel sonuglarin yakin ve
uyumlu oldugu anlasilmistir. Ardindan bosluk ¢evresinde farkli donat1 diizenlemeleri yapilmis
ve yapilmamis diizenli kare gdvde bosluklarina sahip kirislerin ¢cekme donatis1 oranlarinin
kirislerin egilme davranisi, yiik tagima kapasiteleri ve baslangig rijitliklerinde meydana gelen
degisimler tizerindeki etkileri aragtirtlmigtir [11].

Deifalla ve Elzeiny [12] c¢alismalarinda govde boslugunun betonarme bir kolon kiris
birlesiminin deprem davranis1 iizerindeki etkisi arastirmistir. Bosluk ¢evresine yerlestirilen
ilave donatilarin davranisa olan katkisinin belirlenebilmesi i¢in ilave donatisiz ve ilave donatili
kirisler deneye tabi tutulmustur. Olusturulan kolon-kiris birlesimlerinin ¢evrimsel yiikleme
altindaki rijitlikleri, tagiyabildikleri maksimum yiik ve buna karsilik gelen deplasman degerleri
incelenmistir. Govde boslugunun boyutlarindaki artigin betonarme birlesimin siinekliligini ve
dayanmimini azalttig1 belirlenmistir. Ilave donatmnin yerlestirildigi numunelerin davranislarinda
tyilesme gozlemlenmistir [12].

Saleh, Hamad, Elzeny, Elwan ve Deifalla [13] ¢cevrimsel ylikleme etkisindeki betonarme bir
deplasman egrileri, dayanim ve siineklik tizerindeki etkileri deneysel olarak incelenmistir.
Govde bosluklariin boyutlar1 ve kiris lizerindeki konumu deney parametreleridir. Genel bir
sonug olarak, govde bosluguna sahip kolon-kiris birlesimlerinin yiik tagima kapasitelerinin,
deplasmanlarinin ve rijitliklerinin azaldig1 sonucuna varilmistir [13].

Bu calismada bir adet bosluksuz referans kirigin ve alt1 adet gévde boslugu igeren kirisin
asagl yonli artimsal yiikleme etkisinde niimerik analizleri gergeklestirilmistir. Kullanilan
bosluksuz referans kirisin boyutu ve donatilar1 [13] tarafindan kullanilan referans kiris
numunesiyle ayni secilmistir.

II. MALZEME VE MATERYAL

Calismada incelenen tiim kirisler bir kolon kirig birlesim boélgesinin konsol seklindeki kirig
bolgeleridir. Kolon kiris birlesimleri T kesitli bir kirig ve dikdortgen geometrili bir kolondan
olusmaktadir. T kesitli kirigler 400 mm yiikseklige ve 150 mm goévde genisligine sahiptir.
Kiriglerin baslik derinligi ve genisligi sirasiyla 60 mm ve 350 mm’ dir. Kirislerin net uzunlugu
1500 mm’ dir. Kolon kesiti 350x250 mm boyutlarinda ve 2000 mm uzunlugundadir. Kiris alt
ve iist donatilar1 16 mm capinda olup baslik igerisinde 10 mm ¢apinda 4 adet boyuna donati
(doseme donatist) bulunmaktadir. Kiris uzunlugu boyunca 120 mm araliklarla 8 mm capinda
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enine donatilar yerlestirilmistir. Kiris bashginda 8 mm c¢apinda ilave enine donatilar
kullanilmistir. Numune boyutlari ve donati1 detaylar1 Sekil 1(a)’ da sunulmaktadir. Sekil 1(b)-
(g)’ de ise incelenen delikli kirislere ait bilgiler sunulmustur.

Modelleme asamasinda geometrinin referans alindig1 calismada [13] yer alan ve malzeme
deneylerinden elde edilen veriler kullanilmistir. Deneysel ¢alismada kullanilan betonun 28
giinliik silindir basing dayanimi 20 MPa’ dir. Boyuna donatilarin akma ve ¢ekme dayanimi
sirastyla 384 MPa ve 570 MPa’ dir.. Bu degerler 8 mm capindaki enine donat1 igin sirasiyla
282 MPa ve 413 MPa’ dur.
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Sekil 1. Kiriglerin geometri ve donati detaylari.
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Sekil-1(a)’ da goriildiigii gibi kontrol numunesi olarak modellenen referans kiriste (RC)
govde boslugu bulunmamaktadir. BRC-1 kolon yiiziinden 120 mm uzaklikta 90x120 mm
boyutlarinda bir adet dikdortgen geometrili gdvde bosluguna sahiptir (Sekil-1(b)). Sirasiyla
BRC-2 ve BRC-3 govde bosluklari arasinda bir enine donat1 araligi 120 mm olacak sekilde 2
ve 3 adet govde bosluguna sahiptir (Sekill-(c) ve(d)). Bu numuneler bosluk sayisindaki
degisimin kirisin yiilk tasima kapasitesi tizerindeki etkisi i¢in olusturulmustur. BRC-4
numunesi kiris bagliginin hemen altinda (Sekil-1 (e)) ve BRC-5 numunesi kiris alt boyuna
donatilarin hemen {tizerinde kolon yiiziinden 120 mm uzaklikta 1 adet bosluga sahiptir (Sekil
1(f)). Bu iki numunede kiris gdvdesi lizerinde bosluk konumunun etkilerinin arastirilmasi i¢in
kullanilmistir.  Son olarak bosluk boyutlarinin  degisiminin yarattigi olumsuzluklarin
anlasilabilmesi i¢in BRC-6 numunesine 90x240 mm boyutlarinda dikdértgen geometrili bir
bosluk yerlestirilmistir (Sekil 1(g)). Yalnizca BRC-6 numunesinde bosluk ortasina denk gelen
enine donati1 kaldirilmistir. Bosluk ¢evresinde ilave donati hi¢cbir numunede kullanilmamustir.

III. SONLU ELEMANLAR MODELLERININ OLUSTURULMASI

Calisma kapsaminda olusturulan modellerin analizleri ABAQUS[14] sonlu elemanlar
programi kullanilarak yapilmistir. Kolon-kiris birlesiminden meydana gelmis betonarme yap1
elemanlarmin asagr yonlii artimsal yilikleme etkisinde dogrusal olmayan analizi
gerceklestirilmistir. Bir adet bosluksuz referans kiris ve 6 adet dikdortgen geometrili bosluga
sahip kiris modellenmistir. Programa biri dogrusal elastik olmak iizere 2 adet beton malzemesi
tanimlanmistir. Kolonda hasar meydana gelmeyecegi ongoriilerek dogrusal elastik malzeme
tanimlamasi yapilmistir.

Betonun basing ve ¢ekme etkisindeki hasar mekanizmalarinin tanimlanmasinda CDP
(Concrete Damage Plasticity) kullanilmistir. Yapi ¢eligi i¢in peklesmeli ii¢ dogrulu malzeme
modeli kullanilmistir.

Beton 3 boyutlu kati (solid) eleman olarak, donati cubuklari ¢ubuk eleman (truss) olarak
modellenmistir. Beton modelinin olusturulmasinda; 3 serbestlik dereceli, 8-digimli ve
azaltilmis integrasyon noktali (C3D8R) eleman tipi kullanilmistir. Donati elemanlar1 ise
eksenel dogrultuda tek serbestlik dereceli, 2-diiglim noktali, dogrusal (T3D2) eleman tipi
kullanilarak modellenmistir. Beton ve donat1 ¢cubuklar1 arasindaki etkilesim tanimlanirken tam
aderans kabulii yapan gomiilii (embedded) etkilesim kullanilmistir. Niimerik modeller i¢in
olusturulacak mesnetler [13] ¢alismasinda deneyleri yapilan numunelerdeki mesnet yerleri ve
kosullar1 dikkate alinarak ¢izgisel olarak tanimlanmistir. Kiris u¢ noktasindan belirli bir
mesafeye konumlandirilan yilikleme noktasi da cizgisel olarak tanimlanmistir. Yapilan
duyarlilik/yakinsama testleri sonucunda mesh araligir 50 mm olarak belirlenmistir.

Kolon kirig birlesimleri i¢in uygulanan tiim analizlerde kolonlar alt ve iist ucundan kayici
mesnetlerle tutulu sekilde modellenmistir. Ayrica kolonun diizlem i¢i egilme davranisi da
kolonun sag ve sol uglarina yerlestirilen kayici mesnetlerle engellenmistir. Kirisler serbest
uclarindan asag1 yonlii deplasman kontrollii olarak yiiklenmislerdir.

Sekil 2’de niimerik modeli olugturulan bosluksuz referans kiris gosterilmektedir.

Sekil 2. Olusturulan referans kiris (RC) modeli.
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IV. BULGULAR

Calisma kapsaminda modellenen yedi adet betonarme kolon kirig birlesimi i¢in elde edilen
ylk-deplasman grafigi Sekil 3’ te sunulmustur. Calismada incelenen her bir kiris i¢in nihai
yiikleme anindaki basing ve ¢ekme etkilerindeki hasar parametre kontur gorselleri Sekil 4-17
arasinda sunulmustur.

BRC_4-Ddseme Altinda Tek Bosluklu Kiris

RC-Referans Kiris
BRC_1-Tek Bosluklu Kiris
BRC_2-Iki Bosluklu Kiris
BRC_3_Ucg Bosluklu Kiris

\ BRC_5-Kiris Altinda Tek Bosluklu Kiris RC-Referans Kiris

—

4 \ — BRC_1-Tek Bosluklu Kiris

=2

E BRC_6-90*240 mm Bosluklu Kiris ——BRC_2-Iki Bosluklu Kiris
——BRC_3_Ug Bosluklu Kirig

——BRC_4-Ddseme Altinda Tek Bosluklu Kiris
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Sekil 3. incelenen kirislere ait yiik-deplasman grafikleri.
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Sekil 4. RC Referans kiriginin basing ve ¢gekme etkisindeki hasar durumu.
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Sekil 5. BRC-1 kirisinin basing ve ¢ekme etkisindeki hasar durumu.
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Sekil 6. BRC-2 kirisinin basing ve ¢ekme etkisindeki hasar durumu.
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Sekil 7. BRC-3 kirisinin basing ve ¢ekme etkisindeki hasar durumu.

Sekil 8. BRC-4 kirisinin basing ve ¢ekme etkisindeki hasar durumu.
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Sekil 9. BRC-5 kirisinin basing ve ¢ekme etkisindeki hasar durumu.
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Sekil 10. BRC-6 kirisinin basing ve ¢ekme etkisindeki hasar durumu.
V. SONUCLAR

Bu ¢alisma kapsaminda gévde boslugunun betonarme kiriglerin yiik tagima ve enerji tiiketme

kapasitelerini ne yonde etkiledigi niimerik analizler ile aragtirilmistir.
Yaklasik olarak kiris yiiksekliginin yarisi1 yiikseklikte (orta bolgede) birakilan bosluklarin kiris
boyunca sayisinin artmasinin kiriglerin baslangi¢ rijitlikleri ve akma yiikleri {izerindeki
etkisinin oldukca az oldugu goriilmiistiir. Ancak govde bosluklarinin kirigin enerji tiiketme
kapasitesini azalttig1 sonucuna varilmaistir.

Kiris derinligi boyunca boslugun konumunun degistirilmesiyle kirig dayanim ve davranisinin
nasil degistiginin arastirilmasi icin kullanilan kirisler incelendiginde boslugun kirisin ¢ekme
veya basing bolgesinde yer almasinin farkli sonuglar ortaya ¢ikardigi anlagilmigtir. Kirisin
ylkleme protokolii nedeniyle basing bolgesi alt taraftadir. Kiris gévdesinde yer alan boyuna
donatilarin hemen iizerinde bir adet gdvde bosluguna sahip BRC-5 numunesinin basing
bolgesindeki beton alaninin azalmasi sebebiyle kirigin yiik tasima kapasitesinin ve enerji
titketme kapasitesinin azaldig1 goriilmiistiir. Kiris basliginin (ddsemenin) hemen altinda 1 adet
90x120 mm gdvde bosluguna sahip BRC-4 numunesinin yiik tasima kapasitesinin kiris alt
bolgesinde govde boslugu bulunduran BRC-5 numunesinden daha iyi olmasi kirisin ¢ekme
bolgesinde beton katkisinin ihmal edilebilecek kadar kiiciik olmasindan kaynaklandigi
sonucuna vartlmistir.

Yiik deplasman grafikleri incelendiginde en biiyiik gévde bosluguna sahip olan kolon kiris
birlesiminde yer alan enine donatilarindan birinin bosluk igerisine denk geldigi igin
kaldirilmasi ve bosluk boyutunun diger numunelerden daha biiyiik olmasi sebebiyle yiik tagima
kapasitesi ve enerji tiikketme kapasitesi diger numunelerden daha fazla olumsuz yonde
etkilenmistir.
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Abstract: The nonlinear propagation of arbitrary amplitude solitary potential (associated with
the self-gravitational field), which are found to exist in a degenerate plasma system consisting
of inertial heavy nuclei and non-inertial ultra-relativistic degenerate electron species, have been
investigated by employing the pseudo-potential approach. The nonlinear analysis shows that
the considered plasma model can support solitary waves with negative potential only. The
magnitude of amplitude of the solitary potential first increases and then decreases with the
increase of propagation speed. The width of the solitary waves changes linearly with the
propagation speed. The implications of our results to some astrophysical plasma systems are
briefly mentioned.

Keywords: Pseudo-potential, Solitary waves, Self-gravitational perturbation, Degenerate
pressure, Relativity

I. INTRODUCTION

Degenerate matter, which are supported mainly by quantum mechanical effects, exist in the
cores of dead stars. In physics, “degenerate” refers to two states that have the same energy and
are thus interchangeable. Degenerate matter is supported by the Pauli exclusion Principle,
which prevents two fermionic particles from occupying the same quantum state. Unlike regular
plasma, degenerate plasma expands little when heated, because there are simply no momentum
states left. Consequently, degenerate stars collapse into very high densities. More massive
degenerate stars are smaller, because the gravitational force increases, but pressure does not
increase proportionally. Electron-degenerate matter is found inside white dwarf and neutron
stars.

The degenerate quantum plasmas occurring in high densities or low temperatures are those,
which obey the laws of quantum mechanics and in which the mean inter-particle distance
becomes comparable to the mean de Broglie wavelength of the lightest plasma particles, and
the effects of degeneracy become significant. The most common examples of degenerate
quantum plasmas are white dwarfs and neutron stars, where the particle number density is extra-
ordinarily high [1-6]. The constituents of neutron star are mainly electrons, nucleons, and
extremely heavy nuclei/element [7-9]. In the dense stars like white dwarfs and neutron stars,
the self-gravitational attraction counterbalances the degenerate pressure to keep the dense star
from further gravitational shrinking or collapse.

For ultra-relativistic limit, the pressure balance equation given by Chandrashekhar [2-4] is
P, = Keng/ 3 where K, = 3hc/4 ; Pe represents the electron degenerate pressure; ne represents
the electron number density and K. is the constant of proportionality.

The propagation of nonlinear waves in degenerate quantum plasma have been studied by
many authors [10-19]. Mahmood et al. [15] studied the propagation of nonlinear wave in a
magnetized electron-positron-ion plasma. Michael et al. [17] examined ion-acoustic waves in
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a magnetized, five component cometary plasma. Manfredi [19] illustrated several mathematical
models to describe the dynamics of a quantum plasma in the collision-less regime.

The physics of nonlinear self-gravitational perturbation, which has not been studied by the
above authors, is very important for understanding the salient features of astrophysical compact
objects like white dwarfs and neutron stars. Therefore, in our present work, we have
investigated the nonlinear propagation of arbitrary amplitude solitary potential structures
associated with the self-gravitational field in a degenerate quantum plasma system consisting
of non-inertial ultra-relativistic degenerate electrons and inertial heavy nuclei.

The manuscript is organized in the following fashion: Section II contains the Governing
equations. Subsections 114 and IIB contains derivation of Pseudo-potential and analysis of
arbitrary amplitude solitary potential structures, respectively. Section III includes the results
and finally section IV represents conclusion.

II. GOVERNING EQUATIONS

We consider a self-gravitating, super dense degenerate quantum plasma system consisting
of non-inertial ultra-relativistic degenerate electrons and inertial heavy nuclei. At equilibrium,
we have n,q = Zpny,, where n,q is the electron number density at equilibrium and n is the
heavy nuclei number density at equilibrium.

The dynamics of arbitrary amplitude self-gravitational solitary potential in the plasma
system under consideration can be expressed as

K, N2 ow
o, ox Tax =0 (1)
ON a
a—Th + E(NhUh) =0, (2)
Uy aUp _ _a_lP
ar TUnoy =~ %> 3)
W _ w2 [(Me — Ne _

= oh|GE-1)+8(s-1)) O

where the self-gravitational potential is defined by W; the nucleus fluid speed is expressed
by Uy; the electron number density is defined by N,; the heavy nucleus number density is
denoted by Nj: the rest mass of electron and heavy nucleus are defined by m,and
my, respectively; the space variable and time variables are expressed by X and T respectively;
K, = 3hc/4; wjzh = 4nGmyunyg; c is the speed of light; G is the universal gravitational
constant; N, and N, are the unperturbed number densities of nondegenerate heavy nuclei and
degenerate electrons, respectively.

In the abovementioned plasma model, the ultra-relativistic degenerate electrons provide the
restoring force and the heavy nuclei provides the inertia. The continuity and momentum balance
equation for electron is unnecessary because we get the value of Ne directly from Eq. (1).

The explanation for the validity of Eqgs. (1) - (4) describing the dynamics of arbitrary
amplitude solitary potential in the considered plasma system is given below:

(1) Equation (1) is the pressure balance equation, where gravitational shrinking
(inward pull due to self-gravitational attraction) counterbalances the outward
degenerate electron pressure.

(i1) Equation (2) is the continuity equation for inertial heavy nuclei/element.

(iii))  The momentum balance equation for heavy nuclei is presented in Eq. (3).

(iv)  The Poisson’s equation for the self-gravitational potential is expressed in Eq. (4)

2
which is obtained from the equation gquJ = 4nG[m, (N, — npo) + m(N, —

192



4™ Global Conference on Engineering Research (GLOBCER24)

Ngo)], where Ny, and N,are the unperturbed number densities of the heavy nuclei
and degenerate electrons, respectively.

The normalized forms of Egs. (1) — (4) can be written as

ne = (1 —ap)? (la)
on d
a_th + (npuy) =0, (2a)
dup dup _ _ 9y

ot TUh T T Toxe (3a)

92y

oz = Yl — 1) + B(n, — 1)], (4a)

_Na o _Ne W o _Un o _ |mhng’ o _mn x0T
Wherenh_nho’ne_neo’qJ_ Cé’uh C »Cq = 2 070 mee T T Ly (Lg/Cq)
, — w]hZLq and _ q”;(/f
c2 3

A. Derivation of the Pseudo-potential

To examine the fundamental characteristics of arbitrary amplitude solitary potential
structures in the considered degenerate quantum plasma system, we assume that the dependent
variables in the governing equations depend only on a single variable [8]

§=x—Mt, )
where M is the speed of propagation of the solitary potential structure.

Substituting Egs. (5) into Egs. (2a) and (3a), and applying the boundary conditions, viz., {y —
0, up, = 0 and n, = 1 at £ - +oo, we obtain the number density of heavy nuclei in the
stationary frame as

1

ny = T (6)
e
Now, substituting Egs. (1a), (5) and (6) into Eq. (4a), we obtain
da? 1
Yoy —1 |+ B{(1 — aP)® — 1}|. (7)
dé -2y
M

Multiplying both sides by %, integrating once and applying the boundary conditions, viz., {y =

0, % — 0 at { - 100, we obtain
1 (d)\?
2 (GF) rvap=o. ®)

The above equation is the energy integral for the self-gravitational potential Y and V() is the
Pseudo-potential which is given by

v<¢)=yM2[ /1—;—“;—1]+y<1+ﬁ>zp+f—;[<1—a¢>4—1]. ©)

According to McLaurin series expansion, the Pseudo-potential V(1) can be written as
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1 1 1
V() = —EAZ'J’Z - 51431!’3 - 51441/’4 R (10)
where

5 3
A = (5= 3apy). Ay = (G -+ 20%8y). 4 = (5 = 57)
Near ¢ = 0, Eq. (10) becomes

V) = =5 An? - S Ay, (11)

The existence of solitary potential structures (SPSs) in the parametric regime can be
dZ

YW < 0. We
can get one limit of M (say M;) from the convexity requirement for the existence of solitary

structures. From Eq. (11), we found that V(0) = 0 and dl;f;p)
=0

investigated by introducing the convexity requirement, which is given by

= 0. The energy integral
a?v(y)
the critical value of M(M,) below which the SPSs exist. Applying the critical value condition,

. a2v()
viz, M = M, = M, = 0 and dwj’ g = O wegetMy = M, = 1//3aB.

The other limit of M can be obtained by introducing the density compression condition
2
V() = 0). In our considered model, 1 is limited to Y, = % (beyond which the heavy

defined by Eq. (8) provides SPSs if

< 0 and in this case A |pm=pm,=m,) = 0 gives

nuclear number density remains undefined), or to i, = i (beyond which the electron number
density remains undefined). These two limits indicate the second value of M which is given by
M, = ,/2/a. Therefore, the SPSs exists between the propagation speed M; and M,.

B. Arbitrary Amplitude SPSs

Now, we want to study the fundamental characteristics of arbitrary amplitude SPSs by
av(y)
ayp
are 0 at Y = 0. This means that the solitary wave solution of Eq. (9) exists if and only if

2
dd‘:p(;p ) < 0. It is observed that the Pseudo-potential V ({r) is nonzero for M < M; (M; =
=0

M,) and Y < 0, and this condition gives the probability of the formation of negative potential
structures (as shown in Fig. 1). From Egs. (11) and A5 = (# + ZaZﬁy), SPSs exist with P <

0 because A; > 0 for any value of the parameters involved in A4;.

It has already mentioned that the SPSs exist only with y < 0 for M, <M < M;in a
degenerate plasma system like white dwarfs and neutron stars. To verify the condition for the
existence of SPSs, we have numerically analyzed the Pseudo-potential V({r). The results
obtained the numerical analysis are displayed in Figs. 1, 2, 3, 4 and 5 showing the formation of
arbitrary amplitude SPSs in neutron stars.

Figs. 1, 2, 3, 4 and 5 clearly indicates that (1) arbitrary amplitude SPSs with { < 0 can be
formed in astrophysical compact objects like nuetron stars; (2) the magnitude of amplitude of
SPSs increases when M increases up to M = 8 and then decreases when M increases from 8,
which is shown in Fig. 3; (3) the width of the SPSs first increases and then decreases with
increasing M.

examining Eq. (9) in terms of various parameters. Equation (11) discloses that V ({r) and

194



4™ Global Conference on Engineering Research (GLOBCER24)

I
\ -;_&.V — — =M=M
5.x104 Y\ ik
W
Ny
V(y) g o
~5.x 1074
~1.x104%
-6 -4 2
y

FIG. 1: Behavior of an arbitrary amplitude Pseudo-potential for different values of M. The
other parameters are fixed at nyo =10’ cm?, Z, =8, and M, = 16m,, (m,, represents the
mass of proton).
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FIG. 2: Formation of arbitrary amplitude SPSs for different values of M with n,o = 10*cm"
3, Zp=8,and My=16m,.
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FIG. 3: Variation of arbitrary amplitude SPSs for different values of M. Other parameters are
fixed at ngo=10*" cm>, Z, =8, and M) = 16m,,.

195



4™ Global Conference on Engineering Research (GLOBCER24)

5.x 10741

-5.% 104"
V(y) -1.x1o-4°f

-1.5x 1040

-2.x10740

-50  -40  -30 -20  -10 0 10

Y

FIG. 4: Variation of arbitrary amplitude SPSs for different values of M when M < 8 . The
other parameters are fixed at n,o= 10> cm?3, Z;, =8, and M), = 16m,,.
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FIG. 5: Variation of arbitrary amplitude SPSs for different values of M when M > 8 . The
value of other parameters: ngo=10*" cm?, Z, =8, and M), = 16m,,.

III. RESULTS

The results obtained from our current investigation can be pinpointed as follows:
i) The considered plasma model supports negative SPSs only, i.e., only SPSs with ) < 0
can exist.

ii) The arbitrary amplitude SPSs exists in the range M, < M < Mj.
iii) The amplitude of a SPSs approaches zero for M > M; and for M < M,.

iv) The magnitude of amplitude of the SPSs increases when the Mach number M increases
up to 8 and then decreases when M increases from 8 (shown in Fig. 3).

v) The width of the SPSs increases when the Mach number M increases from M.

vi) As the number density increases, the potential structures become spiky.
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v. CONCLUSION

We have considered a self-gravitating degenerate quantum plasma system consisting of
ultra-relativistic inertialess degenerate electrons and inertial nondegenerate heavy nuclei. We
have then studied the fundamental characteristics of arbitrary amplitude solitary structures
associated with the self-gravitational potential in the considered plasma system. To study
arbitrary amplitude SPSs, we have derived the Pseudo-potential and then have numerically
analyzed. It may be stressed that the results obtained from our current study concerning the
arbitrary amplitude SPSs and their basic features (amplitude, width, etc.) presented here are
correct both numerically and analytically and will be useful in understanding the salient features
of the solitary self-gravitational potential in degenerate quantum plasmas, which exist in
astrophysical compact objects like white dwarfs and neutron stars.
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Abstract: Microalgae are photosynthetic microorganisms used as feedstock in many fields,
from biofuels to food sources. In this research, Chlorella zofingiensis, a green microalgae
species that is widely cultivated due to its ability to obtain a variety of products and its
applicability in various industrial sectors, was used. Microalgae biomass productivity is
affected by many environmental factors such as temperature, light, salinity and nutrient
composition. Light intensity plays a key role in microalgae cultivation under autotrophic
conditions. The relationship between light intensity and growth rate was investigated using
Monod and Haldane kinetic models. The specific growth rates of microalgae cultivated at
different light intensities of 25, 50, 100, 250 and 500 umol photon m? s™! were calculated as
0.25, 0.31, 0.35, 0.34 and 0.33 d!, respectively. When the light intensity was increased from
25 to 100 umol photon m™ s°!, the specific growth rate increased by approximately 40%. The
kinetic constants of the Monod equation umax and K7 were found as 0.36 d! and 10.70 pumol
photon m™? s, respectively. The kinetic constants of the Haldane equation max, K7 and K; were
found to be 0.42 d”!, 17.11 umol photon m? s and 1991.26 umol photon m s™!, respectively.
RMSE and R* were calculated to determine the goodness of fit of the Monod and Haldane
models with experimental data. RMSE values were found to be 0.018 and 0.006 and R? values
were found to be 0.82 and 0.98, respectively. According to both performance criteria, it can be
said that the Haldane model explains the light-dependent microalgal growth better.
Mathematical models can be used to predict microalgal growth and optimize operational
parameters. These useful tools minimize the necessity for labor-intensive and expensive
experiments.

Keywords: Microalgae, Light, Modelling, Chlorella zofingiensis, Monod, Haldane.

I. INTRODUCTION

Microalgae are small single-cell plant-like microorganisms that have gained increasing
economic and ecological importance in recent years. They produce biomass utilizing carbon
dioxide, the primary greenhouse gas, and sunlight, an unlimited natural resource [1]. They also
use nutrients such as nitrogen and phosphorus, which are abundant in municipal and industrial
wastewater [2]. Furthermore, marine microalgae can grow in salt water instead of drinking
water, making it easier to provide water for large-scale cultivation [3]. Besides all these
contributions to environmental recycling, microalgae are a source of raw materials for
numerous high-value added products that can be utilized in a wide variety of industries such as
food, cosmetics, pharmaceuticals, etc [4]. Moreover, microalgal biomass is one of the most
hopeful alternatives for biofuel feedstocks owing to its promising sustainable advantages as
well as its productivity potential compared to traditional terrestrial crops [5].

Microalgal growth is affected by various environmental conditions. Light intensity is among
the most important of these. Light is one of the main requirements for microalgae to grow
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autotrophically and is the main source for photosynthetic activity [6]. Light provides the means
for cellular multiplication, respiration and photosynthesis [7]. In general, photosynthesis
involves light-dependent reactions and dark reactions [8]. During the photosynthesis, photons
are absorbed and transformed into energy carriers, and oxygen is released as a by-product of
the photolysis [9]. The optimum light intensity required by microalgae for growth and
multiplication varies according to species, environmental conditions and nutrient medium
composition [10]. Microalgal biomass production generally increases with light intensity. This
is due to the utilization and higher absorption of photosynthetic activity in dependence on light
intensity [11]. However, the quantity of light, like many other resources, has a saturation point.
At higher light intensities beyond this saturation point, photo-inhibition is observed due to
photo-oxidation reactions taking place inside the cell, light receptors are damaged and
consequently cellular growth is disrupted [12]. This saturation point varies according to the
microalgae species and cultivation conditions. Light-dependent growth models are also often
used to describe the relationship of microalgae and light irradiance and to determine the
saturation point.

Kinetic models are essential tools for the description and characterization of the growth
patterns of microalgae [13]. They help to understand how multiple variables affect microalgal
growth. They predict biomass concentration under different experimental conditions and thus
providing a better understanding of the mechanisms that control microalgal growth [14].
Kinetic models support optimization of bioreactor design, culture conditions, process control,
and cultivation strategies [4]. Therefore, they are essential to unlock the full potential of
microalgae. They also provide a systematic framework for understanding and controlling their
growth dynamics.

This study aims to evaluate the performance of light-dependent microalgal growth kinetic
models, focusing on the effect of light intensity on biomass production. Chlorella zofingiensis,
a widely used microalgae species, was grown at different light intensities and its biomass
productivity was periodically monitored. Specific growth rates in the exponential growth phase
and kinetic constants of two mathematical models, Monod and Haldane, were determined.
Then, the fitting performance of both models with respect to the experimental data was
analyzed and the most accurate kinetic growth model was determined.

II. MATERIAL AND METHOD
A. Microalgal Strain and Medium

The green microalga strain Chlorella zofingiensis Donz 1934 (CCALA 944) was obtained
from the laboratory of Culture Collection of Autotrophic Organisms (CCALA), Czech
Republic was used as the model microalga in this study. First, microalgae were seeded on agar
plates. Then, the stock culture was prepared by inoculating pure culture from agar medium into
modified Bold's Basal Medium (mBBM) [15] in a Roux bottle. mBBM contains 2.94 mM
NaNOs3, 0.17 mM CaClz, 0.30 mM MgSOs, 0.43 mM K2HPOs, 1.00 mM KH2PO4, 0.43 mM
NaCl, 0.17 mM EDTA, 18 uM FeSQO4, 0.18 mM H3BOs3, 61 uM ZnSOs, 15 uM MnClz, 10 uM
MoOs3, 13 uM CuSOs4, and 3.3 uM CoNOs. The medium was adjusted to pH 7 and autoclaved
before use. The pH of the medium was adjusted to 6.8 and autoclaved prior to use.

B. Microalgal Cultivation

Microalgae were inoculated into 250 mL flasks at 10% by volume with a total volume of
100 mL. The cultures were grown at a temperature of 25+1 °C, agitation speed of 100 rpm and
16:8 light:dark ratio. The batch studies were conducted at 6 different light intensities: 0
(control), 25, 50, 100, 250 and 500 umol photon m™ s!. All surfaces of the flasks except the
bottom of the flasks were covered with aluminum foil so that the experiments could be carried
out simultaneously and under equal conditions. An illumination system consisting of 6 LED
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was placed at the bottom of each flask and the light intensity was adjusted using a photometer.
C. Measurement of Microalgal Biomass

The growth of microalgae was monitored every day spectrophotometrically with optical
density at 680 nm (ODesso). The biomass was also determined gravimetrically by weighing the
dry algal samples every two days. The experiments were carried out until the microalgal growth
reached the stationary phase.

D. Determination of specific growth rate

The specific growth rate and the doubling time in the exponential phase are calculated using
the equation (1) and equation (2), respectively [16].

_ lan—lnXl
T t—ty (1)
In2
ta ==~ 2)

Where, 1 (d!) is the specific growth rate; 74 (d) is the doubling time; X1 (mg L) is the initial
biomass concentration; X2 (mg L) is the biomass concentration at the end of the time interval;
t1 (d) is the start time of the experiment and #2 (d) is the time at the end of the experiment.

E. Mathematical models

In this study, two mathematical models were used for the kinetic modeling of microalgal
growth. The Monod model [17] is shown in equation (3) and the Haldane model [18] is shown
in equation (4).

I
u = .umaxm (3)

U= Umax I_ 4)

12
1t
i

Where, pmax 1s the maximum specific growth rate, / is the light intensity, K7 is the light half-
saturation constant and K is the photoinhibition constant.

F. Model accuracy

The root mean squared error (RMSE) shown in equation (5) and the coefficient of
determination (R*) shown in equation (6) were used to determine the accuracy of the

mathematical models [19].
no 52
RMSE = /w (%)

2 _ 4 i i—90)?
R =1 Yie (vi=y)? (©)

The experimental values of the specific growth rates are shown as yi, the predicted values

are presented as yi, the number of data points is represented as n, and the average of the n
samples is shown as y. A lower RMSE value indicates that the predicted values are more
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accurate. The R? value is the fit of the regression model between the dependent variables and
the independent variables. This coefficient ranging between 0 and 1 indicates that the model is
more compatible with the actual values as it is closer to 1.

III. RESULTS AND DISCUSSION

The growth curves of microalgae cultivated in batch cultivation at 0 (control), 25, 50, 100,
250 and 500 umol photon m? s! light intensities are shown in Fig. 1. As can be seen in Fig.
1(a), no significant growth was observed in dark culture. At 25, 50 and 100 umol photon m
s'! light intensities, microalgae reached the exponential growth phase from day 4. At 250 and
500 pumol photon m™ s7!, exponential growth was observed from day 3. In addition, it is noticed
that the biomass increased as the light intensity increased. It can be said that microalgal growth
has a strong dependence on light intensity.
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Fig. 1. Growth curves of Chlorella zofingiensis at different light intensities.

Table 1 shows the specific growth rates and doubling times at different light intensities in
the exponential growth phase. The lowest specific growth rate is 0.25 d™! at 25 umol photon m
2 5”1, The highest specific growth rate was calculated as 0.35 d! at 100 pmol photon m? s!. At
250 and 500 umol photon m? s!, it was 0.34 and 0.33 d’!, respectively. Accordingly, the
increase in light intensity after 100 umol photon m? s did not cause a significant difference
in microalgal growth rate. Similarly, doubling times were calculated as 1.99, 2.01, 2.10, 2.21
and 2.77 d at 100, 250, 500 and 25 umol photon m™ s™!, respectively.
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SPECIFIC GROWTH RATES AND ElgllgjlléillNG TIMES AT DIFFERENT LIGHT
INTENSITIES
Light intensity u td
(umol photon m? s!) (dh (d)
25 0.25 2.77
50 0.31 2.21
100 0.35 1.99
250 0.34 2.01
500 0.33 2.10

Fig. 2. demonstrates the specific growth rates of C. zofingiensis grown at different light
intensities. When the light intensity was increased from 25 to 50 pmol photon m™ s, the
specific growth rate increased by approximately 24% and when it was increased to 100 pmol
photon m? s7!, it increased by approximately 40%.
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Fig. 2. Specific growth rates at different light intensities.

Table 2 summarizes the kinetic constants for the Monod and Haldane models used in this
study. Accordingly, the umax and K7 coefficients of the Monod model were calculated as 0.36
d! and 10.70 umol photon m™ s°!, respectively. The zmax, Kr and K; coefficients for the Haldane
model were found to be 0.42 d!, 17.11 pmol photon m? s! and 1991.26 umol photon m? s,
respectively.

TABLE 2
KINETIC CONSTANTS OF MATHEMATICAL MODELS
HUmax K K
Model dh (umol photon m?s!)  (umol photon m2 s!)
Monod 0.36 10.70 -
Haldane 0.42 17.11 1991.26
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Fig. 3 illustrates the specific growth rates at different light intensities by using the kinetic
coefficients of the Monod and Haldane models. In the figure, the black dots are the
experimental data, the blue dashed line is the Monod model and the red dashed line is the
Haldane model. The Monod model provides close results for 25 and 250 umol photon m™? s,
while the Haldane model gives results close to almost all actual values. This result indicates
that Chlorella zofingiensis is photo-inhibited at high light intensities.
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Fig. 3. Mathematical models fit to experimental data.

Table 3 shows the accuracy results of the Monod and Haldane models. RMSE values were
calculated as 0.018 and 0.006 for Monod and Haldane, respectively. R? was determined as 0.82
and 0.98, respectively. Both analysis results show that the Haldane model fits better to the

experimental data.

TABLE 3
RESULTS OF GROWTH MODEL PERFORMANCE
Model RMSE R?
Monod 0.018 0.82
Haldane 0.006 0.98

IV. CONCLUSION

In this study, Chlorella zofingiensis was grown in batch medium and at five different light
intensities. Results showed that light intensity strongly affected microalgal biomass production.
The highest specific growth rate was obtained at 100 umol photon m?s™'. No significant change
in specific growth rate was observed at higher light intensities. The relationship between
specific growth and light intensity was modeled using the light-dependent Monod and Haldane
models. The Haldane model provided the best fit to the experimental data. In future studies, it
is necessary to develop models with more parameters such as different microalgae species,
illumination rate, wavelength and carbon source. Despite these limitations, the models
formulated are valuable tools for understanding the unique behavior of microalgae, optimizing
growth conditions and guiding large-scale sustainable microalgae cultivation processes.
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Ozet: Bu arastirmada, basit mesnetli kirislerin dogal frekanslar1 incelenmistir. Standart kiris
teorileri, mesnetlerin kirisin tarafsiz ekseni lizerinde oldugunu varsayar; ancak pratik
uygulamalarda mesnetler bu konumdan sapabilir. Mesnetlerin bu sapmalari, kirisin dinamik
ozelliklerinde ve titresim davranisinda belirgin degisikliklere neden olabilir. Mesnet
eksantrikliginin kiriglerin titresim 6zelliklerine olan etkisini ortaya koymak i¢in, analitik ve
sonlu elemanlar metotlar1 ile bulunan dogal frekanslar karsilagtirilmistir. Kirislerin hareket
denklemleri, Hamilton prensibi temel alinarak elde edilmis ve sonrasinda sonlu elemanlar
modeli kullanilarak kiyaslanmistir. Arastirmada, iki ucu sabit mesnetli kiris kullanilmistir.
Arastirma kirig frekans hesaplamalarinda mesnet eksantrikliginin géz ardi edilmemesi
gerektigini gdstermektedir.

Anahtar Kelimeler: Basit Kirig, Dogal Frekanslar, Eksantrik Mesnet, Kirisler, Titresim

Abstract In this study, the natural frequencies of simply supported beams are examined.
Standard beam theories assume that the supports are located on the neutral axis of the beam,;
however, in practical applications, the supports may deviate from this position. These
deviations in the supports can cause significant changes in the dynamic properties and vibration
behavior of the beam. To reveal the effect of support eccentricity on the vibration
characteristics of beams, the natural frequencies obtained by analytical and finite element
methods were compared. The equations of motion of the beams were derived based on
Hamilton's principle and then compared using the finite element model. In the research, beams
with both ends fixed were used. The study shows that support eccentricity should not be
ignored in beam frequency calculations.

Keywords: Simple Beam, Natural Frequencies, Eccentric Support, Beams, Vibration

I. GIRIS

Miihendislikte, mekanik ve yapisal sistemlerde titresimlerin anlasilmasi, makinelerin ve
yapilarin giivenli bir sekilde tasarlanmasi, insa edilmesi ve isletilmesi igin biiyiik bir 6neme
sahiptir.

Kopriiler, binalar ve barajlardaki dnemli arizalarin bir¢ogu, riizgar kaynakl titresimler ve
depremlerde meydana gelen salinimli yer hareketleriyle iliskilidir [1].

Kirislerin dogal frekanslari, 6zellikle ingaat miihendisligi, havacilik, makine miihendisligi
ve otomotiv sektoriinde kritik bir 6neme sahiptir. Dogal frekanslar, yapilarin titresim
analizleriyle dogrudan iliskilidir ve bu frekanslarin dogru bir sekilde hesaplanmasi, yapilarin
giivenligi ve dayaniklilig1 agisindan biiylik 6nem tasir [2]. Klasik kiris teorilerinin varsayimlari,
eksantrik mesnetlenmis kirigler i¢in yetersiz kalmakta ve bu teoriler mesnet eksantrikligini
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dikkate almamaktadir. Bu nedenle, eksantrik mesnetlenmis Kkirislerin titresim analizinde
geleneksel yaklagimlar tam bir ¢6ziim sunamamaktadir.

Son yillarda yapilan arastirmalar, mesnet eksantrikliinin kirislerin dogal frekanslari
tizerinde belirgin bir etkiye sahip oldugunu gostermistir [3, 4, 5, 6, 7, 8, 9]. Mesnet
eksantrisitesinin artmasi, kirisin dogal frekanslarinda 6nemli artislara neden olmaktadir.

Cok sayida arastirmaci eksantrik olarak mesnetlenmis kirislerin titresim analizini
incelemistir. Dwaikat ve Kodur, mesnetlerde eksantrisitenin celik kiriglerin yangina altinda
performansimi belirgin bir etkisi oldugunu gozlemlemislerdir [3]. Eltaher, Alshorbagy ve
Mahmoud ise fonksiyonel olarak derecelendirilmis makro ve nanokirislerin dogal frekanslari
tizerindeki tarafsiz eksen konumunun etkisini incelemislerdir. Bu ¢alismada, tarafsiz eksenin
yerinin malzeme Ozelliklerinin dogrusal olmayan degisimine bagl olarak dogal frekanslar
tizerinde dnemli bir rol oynadig1 sonucuna varilmistir [4]. Radice, ise eksantrik sabit mesnetli
kirislerin dogal frekanslar1 {izerindeki etkisini arastirmis ve mesnetlenmenin kiris kesitinin
altinda olmas1 durumunda dogal frekanslar1 %55'e kadar artirdigin1 géstermistir [5]. Wang ve
arkadaglarinin ¢alismasi, FGM Kkirisler tizerindeki titresim analizlerinde orta ve tarafsiz diizlem
formiilasyonlarinin karsilastirmasini yaparak her iki formiilasyonun da bazi durumlarda benzer
sonuclar verebildigini, ancak tarafsiz diizlemin daha karmasik oldugunu belirtmistir [6].
Fernando, Wang ve Roy Chowdhury tarafindan yapilan ¢aligmada ise laminat kirislerin titresim
analizlerinde, mesnetlerin farkli yiiksekliklerde yerlestirilmesinin dogal frekanslar iizerinde
onemli etkileri oldugu vurgulanmistir. Bu ¢alisma, eksantrik mesnetlerin frekans analizleri
tizerinde ne denli kritik bir rol oynadigini ortaya koymaktadir [7]. Tiirker, eksantrik olarak
mesnetlenen kiriglerin egilme analizine yonelik gelistirdigi modifiye edilmis kiris teorisinde,
eksantrik mesnetlerin kirisin rijitligi izerindeki etkilerini incelemistir [8]. Li, Wen, Shang ve
Zhang tarafindan yapilan son calismada ise eksantrik basit mesnetlerin kiriglerin serbest
titresim Ozellikleri {izerindeki lokal olmayan etkileri incelenmis ve eksantrikligin yalnizca
lokal degil, tiim kirisin titresim davranisini etkileyen 6nemli bir faktor oldugu belirtilmistir [9].

Bu calismada eksantrik mesnetli kirislerin serbest titresim davranisini idare eden
diferansiyel denklem Hamilton prensibi ile elde edilmistir. Diferansiyel denklemin ¢6ziimii ile
elde edilen frekanslar Sonlu Elemanlar Analizi ile elde edilen sonuclarla karsilastirilmistir.

Calismanin sonuclari, mesnet eksantrikliginin kirislerin dogal frekanslari tizerinde 6nemli
bir etkiye sahip oldugunu ve bu etkinin miihendislik uygulamalarinda dikkate alinmasi
gerektigini gdstermektedir.

II. TEORI

Uzerinde calisilan kiris, dogrusal elastik ve homojen bir malzemeden yapilan ve Sekil 1.’de
gosterilen kiris modeldir. Kirig boyuna eksen koordinati x ve egilme ekseni koordinati z olarak
ifade edilmistir. Elastisite modiilii E ve kiitle yogunlugu p’dur. Eksantrik mesnet tarafsiz
eksenden e kadar mesafede konumlandirilmigtir. Burada el ve e2 sirasiyla sol ve sag uglarin
eksantrisite degeridir. Euler-Bernoulli kiris teorisinin varsayimlar1 kabul edilerek kesme
deformasyonu ve donme ataleti etkileri ihmal edilmistir.

N

e
e

\\\\\\\

Sekil 1. Eksantrik Olarak Mesnetlenen Basit Kirig
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Boyuna yer degistirme Denklem (1) ve enine yer degistirme Denklem (2)’deki gibi tanimlanir.

U(x,z,t) = uy(x,t) —ZM (1)
0x

Burada uo(x, t) ve wo(Xx, t) tarafsiz eksendeki yer degistirme bilesenleridir.

Hareket denklemleri ve sinir kosullari, Hamilton prensibi yardimiyla enerji minimizasyonunun

varyasyonel prensibi ile tiiretilir. Hamilton prensibi matematiksel olarak Denklem (3)’deki gibi

ifade edilir. Burada T kinetik enerjiyi, U i¢ potansiyel enerjiyi temsil eder.

t2
6f(U—T)dt=O 2)

Denklem (4) kiriste olusan gerinim bilesenini gosterir. Burada, birinci terim eksenel
deformasyonu, ikinci terim ise egilmeden kaynaklanan deformasyonu tanimlar.

Ouy(x,t) 02wy (x, t) 3)
B dx T g2
Gerilme, Hooke yasasina dayali olarak Denklem (4)’teki gibi gerinim ile iliskilendirilebilir

9] ,t 02 ot
O'x(x,z) = ng(x,Z) - uO(x ) _ Wo(x ) (4)
ox 0x2

I¢ potansiyel enerjinin matematiksel ifadesi Denklem (6)’daki gibi verilebilir.

h/2
j f 0,&xb dzdx ®)
~h/2
Denklem (4) ve (5), Denklem (6)'da yerine konularak Denklem (7) elde edilir.
1 (0%u,) 1 (92w,
U==| EA dx += | EI d ©)
2[0 <0x2> x+2f0 <6x2> *

Dogrusal elastik malzeme varsayimi altinda, i¢ kuvvet ve egilme momenti Denklem (8)'de
belirtildigi sekilde ifade edilebilir.
N, _ a2 M, = Elazwo M
- ax 0x?2

Denklem (8)’deki i¢ kuvvet ve egilme momenti ifadeleri Denklem (7)’de yerlerine
konulduklarinda Denklem (9) elde edilir.

1/ ou, Wy
=_ (®)
U 2(] * G dx+foazdx>

Denklem (9)’a varyasyonel hesap ve kismi integrasyon islemleri uygulandiginda Denklem (10)
elde edilir.
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t2

£2 A L LA 36w, 33w,
5Udt=j Nxé‘uolo—f Ebha > 6ug dx + My I —EIa 3 0w
t f1 0 x 0 X 0 (10)
L 9%w,
f El —— 5W0 dx|dt
0 ox*
Kinetik enerjinin matematiksel ifadesi Denklem (11)’deki gibi verilebilir.
h/2 aU ow
f f l +(57) lbdzdx an
h /2 Jt ot
Denklem (1) ve (2), Denklem (11)’de yerlerine konularak Denklem (12) elde edilir.
h/2 0 h/2
T = j f — -z W° bdzdx += j j —° bdzdx (12)
h /2 at 6x(')t n /2

Denklem (12)’ye varyasyonel hesap ve kismi integrasyon islemleri uygulandlgmda Denklem
(13) elde edilir.

t2
tz h 302w, 66W0
f STdt = bp f
t

. J 12 wox ot
Lo n3ecw, |7 (2R3 atw
+bpf0 <_E W‘SWO +ft1 12 9t20x 25W0dt> dx (13)
+bpf [h (Suo [ auodt+(hh5wo) ;
;. 0t? ot t1

— h 6W dt|dx
t1 at 0 l

Denklem (10) ve (13) Denklem (3)’te yerlerine konularak Denklem (14) elde edilir.
t2

(8U — 8T)dt

ftzf bp hazu" e 0 5
o at? axz ) Ot
94w, h3 9w, 92w
El Ep —bp12 12052 + bph 562 5W0 dxdt
t2
)
t1

65W0 ! 33w,
(N 51.10 Ox ) IW(SWO
) h ® 92w, a6w,|' "
P12 9rox ot |,
+fl b OWo s pon 20
o |\PP12 Graxz "0~ PP g oMo
du,
= (bon 5 6w)

t2
dx
t1

(14)

0

t2

t1

210



4™ Global Conference on Engineering Research (GLOBCER’24)

Denklem (14)’ten hareket denklemleri ve sinir kosullar elde edilir. Denklem (15) kiris boyuna
ekseni dogrultusundaki hareket denklemi Denklem (16) ise egilme dogrultusundaki hareket
denklemidir.

0%u, 0%u,
_ g2 — (15)
gz "V oz =0

9w, 92w, h3 0%w, (16)
Bl g Y bph—g = bp 35 Gragee =

Burada a = \E ve p; = pA olarak verilir.

Denklem (16)’daki 3. terim donme ataletinin etkisini temsil eder. Euler-Bernoulli kiris
teorisinin varsayimlari altinda bu terim ihmal edildiginde Denklem (17) elde edilir.

El 04W0 (?ZWO _ (17)

axt TP o

Degisken ayirma yontemi uygulandiginda, Denklem (15) ve (17)'nin ¢oztimleri Denklem (18)
ve Denkem (19)’daki gibi varsayilabilir. Burada U ve W sirastyla kirig boyuna eksenindeki ve
egilme ekseninde sekil fonksiyonlaridir.

[oe)

ug(x, t) = a;U(x) sin(w;t) (18)
wo(x, t) = Z b;W (x) sin(w;t) (19)
m=1

Denklem (18) ve (19), Denklem (15) ve (17)’de yerine kondugunda sekil fonksiyonlarini ifade

eden Denklem (20) ve (21) elde edilir. Burada 8;* = @ olarak verilir.

El
W )

U(x) = A;cos (E x) + B; sin (E x) (20)

W (x) = C; cosh(B;x) + D; sinh(B;x) + E; cos(B;x) + F; sin(B;x) e2y)

Euler-Bernoulli kiris teorisine gore, kiris egildiginde kesit diizlemi orta ylizeye dik kalir. Bu
temel varsayimla kirigin yatay ve diisey deplasman bilesenleri arasinda bir iligski kurulabilir.
Orta ylizey yatay yer degistirme bileseni u, diisey deplasman bileseni w,’1n egimi ile iliskilidir
ve bu iliski Denklem (22)’de verilmistir. Bu denklem basit mesnetli kirisin x yoniinde hareket
edemedigini ifade eder.

adw, (22)

—2 -0
Uy t+e i

Deplasmana bagl kiiciik degisiklikler (varyasyonlar) incelendiginde yatay deplasmandaki
varyasyonlarin diisey deplasmanin tiirevine bagli oldu goriiliir ve bu durum Denklem 23’teki
gibi ifade edilir.
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aw,
— 50 (23)
du, ed Ep

Sabit mesnetin olusturdugu mesnet kuvvetinin orta diizeleme aktarilmasiyla, siirdaki ig
kuvvetler N ve egilme momentleri M hesaplanabilir. Denklem (23) Denklem (14)’te yerine
kondugunda denklem (24) elde edilir.

(My — eNy) |36 = 0 @9

Bir kirisin kayict mesnetli olan ucunda x yoniindeki hareket belirsizdir ve Denklem (22)’ye
benzer bir durum mevcut degildir. Denklem (22)‘deki iliski sadece eksantrik de olabilen basit
mesnet olma durumunda mevcuttur. Eksantrik basit mesnetli olma durumu i¢in sinir kosullar
Denklem (25)’deki gibi verilir.

adw,
uo+ea—x°=0, we=0, M,—eN,=0 @3

Denklem (8), (15) ve (17)'yi Denklem (25)'e yerlestirdigimizde, kirisin iki ucunda eksantrik
basit mesnetli olma durumu i¢in Denklem (26)’daki sinir kosullarini elde edilir.

ow; (0 02w, (0 AU (0
i X 0x 11.1%6)
owi(L) 92 W (L) U,(L) -
UL(L) + ez ax = 0, Wl(L) = O’ IT _ 82 h ax — O

1. NUMERIK SONUCLAR

Literatiirde Radice [4] verilen iki ucu sabit mesnetli kiris 6rnegi bu kisimda dikkate alinmistir.
Kirigin geometrik boyutlar1 ve malzeme 6zellikleri su sekildedir; L = 762 mm, h = 12.7 mm, E
= 69 GPa, p = 2730 kg/m?* ve Poisson orani v = 0.33. Abaqus’te 2D eleman kullanilarak bir
sonlu eleman modeli olusturulmus ve dogal frekanslar hesaplanmistir.

Tablo 1. ve 2.°de farkli eksantrisite durumlarinda dogal frekanslarin nasil degistigi
incelenmistir. 11k mod i¢in ¢ikarilan denklemler ile elde edilen frekanslarin sonlu elemanlar
metodu ve literatiir ([4, 7]) ile kiyaslamalar1 yapilmis ve yiiksek oranda dogruluk elde
edilmistir. Eksantrik mesnetin tarafsiz eksene mesafesi olan e’nin kiris yiliksekligi olan h’a
boliinmesi ile eh=e1/h=e2/h olarak ifade edilmistir.

Tablo 1. Ik Mod I¢in Dogal Frekanslar ve Kiyaslamalar

Analitik- | Fernando- | Radice-

eh | Analitik | SEM | Fernando | Radice| SEM Analitik | Analitik
%Hata %Hata %Hata

0.000 |49.86 49.90 | 49.86 52.79 |0.08 0.00 5.88
0.125 |53.39 53.30|53.39 56.35 |0.17 0.00 5.54
0.250 |61.71 61.40(61.71 64.96 |0.50 0.00 5.27
0.375 |71.09 70.67 | 71.10 74.77 ]0.59 0.01 5.18
0.500 |79.48 78.09 | 79.46 82.22 |1.75 0.03 3.45

Tablo 2. 2, 3, 4 ve 5. Mod I¢in Dogal Frekanslar ve Kiyaslamalari
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Mod-2 Mod-3 Mod-4 Mod-5
Analitik | SEM %Hata | Analitik | SEM %Hata | Analitik | SEM %Hata | Analitik | SEM % Hata
199.45 199.37 10.04 448.75 1447.78 10.22 797.79 1794.04 1047 1246.54 |1236.7 10.79
199.41 199.42 10.01 45241 [451.36 |0.23 797.21 793.59 10.45 1249.83 |1239.7 10.81
199.31 199.31 10.00 462.00 [460.99 [0.22 795.48 |791.86 |0.46 1259.26 | 1248.5 10.85
199.14 [199.14 |0.00 476.76 | 474.88 |0.39 792.57 |788.93 |0.46 1273.61 [1262.2 10.90
198.81 198.89 |0.04 492.78 1489.00 |0.77 788.46 | 784.55 |0.50 1291.22 [1278.1 |1.02

Sekil 2.’de ilk 5 mod i¢in farkli eksantrisite durumlarina gére normalize edilmis frekanslarin
degisimini gostermektedir. Burada farkli eksantrisitelerdeki dogal frekanslar eksantrisite

feh,i

olmamasi (¢h=0) durumundaki frekanslara boliinerek fy = normalize edilmistir.

Oh,i
En biiylik degisiklik mod 1°de olup ileriki modlara gidildik¢e eksantrisite etkisinin azaldigi
goriilmiistiir. Bununla birlikte, ¢ift dereceli dogal frekanslar igin, her iki ugtaki eksantriklik
ayn1 oldugunda, eksantrikligin dogal frekans iizerindeki etkisi, tek dereceli frekanslardaki gibi
degildir. Eksantrikligin ikinci dereceli frekanslar {izerinde neredeyse higbir etkisi
bulunmamaktadir.

1,60
1,55
1,50
1,45
1,40
1,35
1,30
1,25
1,20
1,15
1,10
1,05
1,00 -
0 0,1 0,2 0,3 0,4 0,5

fN

Mod-1 =~ e Mod-2

Mod-3

Sekil 2. {1k 5 Mod I¢in Farkli Eksantrisite Durumlarina Gére Normalize Edilmis Frekanslarin
Degisimi

Sekil 3.'de gosterilen birinci ve ikinci mod sekilleri, kirisin farkli titresim modlarini
sergilemektedir. Birinci mod sekli, kirisin tamaminin pozitif ve negatif yonlerde hareket ettigi
temel bir titresim modunu temsil ederken, ikinci mod sekli, kirisin pozitif ve negatif yer
degistirmeler arasinda bir denge sagladig1 daha karmasik bir titresim modunu gostermektedir.
[lk modda, kirisin tamami ayn1 yonde hareket ettigi icin eksantrisiteye bagli asimetrik etkiler
kirigin genel dinamik davranisi lizerinde daha belirgin bir rol oynamaktadir. Bunun sonucunda,
eksantrisitenin artistyla birlikte birinci modun frekansinda belirgin bir degisiklik
gozlemlenmektedir. Ancak ikinci modda, kirisin farkli bolgeleri ters yonlerde hareket
ettiginden bu karsit hareketler eksantrisitenin etkisini biiylik Ol¢iide dengelemektedir.
Ozellikle, kisalan ve uzayan bolgelerin simetrik olmasindan dolay1, eksantrisitenin frekans
tizerindeki etkisi minimal diizeyde kalmaktadir. Bu durum, ikinci modda eksantrisitenin
etkisinin gozle goriiliir sekilde azalmasina yol agmaktadir. Bagska bir deyisle, ikinci modda
kirisin kisalma ve uzama bolgeleri birbirini dengeledigi i¢in eksantrisitenin farkliliklarina
ragmen frekansta belirgin bir degisiklik meydana gelmemektedir.
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— o~

Sekil 3. i1k 2 Mod Sekli

Tablo 3.’de ilk mod i¢in farkli eksantrisite durumlar1 ve farkli L/h’lara gére dogal frekanslar
verilmis ve analitik sonuglar sonlu elemanlar metodu ile bulunan sonuglar ile kiyaslanmistir.

Tablo 3. ilk Mod igin Farkli Eksantrisite Durumlar1 ve Farkli L/h’lara Gore Dogal Frekanslar

L/h 2 4 6 8 10

eh Analitik SEM Analitik SEM Analitik | SEM | Analitik | SEM | Analitik| SEM

0.000 | 44852.69 | 31628.00 | 11218.00 | 10103.00 | 4986.16 | 4753.90 | 2803.29 | 2730.40 | 1795.02 | 1764.60

0.125 | 44875.00 | 34000.00 | 11978.00 | 10720.00 | 5332.33 | 5054.20 | 2804.72 | 2908.40 | 1921.28 | 1881.90

0.250 | 47463.00 | 36732.00 | 13747.00 | 12023.00 | 6143.87 | 5746.30 | 3001.19 | 3326.60 | 2218.02 | 2159.30

0.375 | 53310.00 | 39424.00 | 15730.00 | 13382.00 | 7057.55 | 6490.30 | 3462.59 | 3783.10 | 2552.81 | 2464.80

0.500 | 59610.00 | 41360.00 | 17506.00 | 14453.00 | 7875.28 | 7101.80 | 3982.80 | 4167.00 | 2852.15 | 2725.10

Sekil 4. farkli eksantrisite durumlari ve farkli L/h’lara gore analitik sonuglar ve sonlu elemanlar
metodu ile bulunan sonuglar arasindaki %hata’y1 gostermektedir. L/h’1in diisiik degerlerinde
%hata fazla iken L/h arttiginda %hata azalmistir. Bu fark kesme ve donme ataleti etkisinin
cikarilan hareket denklemlerinde bulunmamasindan kaynaklanmaktadir. L/h arttikca bu
etkilere kiyasla egilme daha baskin hale gelmekte ve %hata azalmaktadir.

40,00
35,00
30,00
8
T 25,00
x
S 20,00
7,
+ 15,00
=
‘® 10,00
= //__/
5,00
0,00
0 0,1 0,2 03 0,4 0,5
eh
—L/h=2 L/h=4 L/h=6 L/h=8 ——L1/h=10
Sekil 4. Farkli Eksantrisite Durumlar1 ve Farkli L/h’lara Gore Analitik ve SEM Sonuglarinin
%hata Degisimi

Sekil 5. sonlu elemanlar metodu ile bulunan, farkli eksantrisite durumlar1 ve farkli 1/h’lara goére
normalize edilmis frekanslarin degisimini gostermektedir. L/h arttikca eksantrisite etkisinin
arttig1 goriilmiistiir.
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0 0,1 0,2 0,3 0,4 0,5

eh
——L/h=2 ——L/h=4 ——L/h=6 ——L/h=8 ——L/h=10
Sekil 5. Farkli Eksantrisite Durumlar1 ve Farkli L/h’lara Gore Normalize Edilmis

SEM-fN

Frekanslarin Degisimi

IV. SONUC

Bu calisma iki ucu sabit eksantrik mesnetli kiriglerin frekanslar1 analitik olarak Hamilton
prensibi kullanilarak elde edilmistir. Elde edilen denklemlerle hesaplanan frekanslar Sonlu
Elemanlar ile bulunan frekanslarla kiyaslanarak elde edilen denklemler dogrulanmustir.
Eksantrik mesnet durumunun, mesnetin Tarafsiz Eksende olma durumu ile kiyaslanmasi
yapilmistir. Elde edilen bulgular, mesnetlerin kirisin tarafsiz ekseninden sapmasinin dogal
frekanslarda belirgin artiglara neden oldugunu ve bu sapmanin 6zellikle birinci modda énemli
bir rol oynadigim1 gostermektedir. Ayrica, eksantrisitenin etkisinin daha yiliksek modlarda
azaldigy, ¢ift modlarda frekanslar iizerindeki etkinin minimal seviyede oldugu, kirigin L/h oran1
arttikca eksantrisite etkisinin arttig1, denklemlerin ¢ikarilmasinda kesme etkisi ve donme ataleti
ihmal edildigi icin yiiksek L/h oranlarinda; kesme etkisi ve donme ataletini dikkate alan sonlu
elemanlar modellerine daha fazla yakinsadigi goriilmiistiir.
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Abstract: The rapid proliferation of Internet of Things (IoT) devices in modern networks has
raised significant security concerns. Traditional security mechanisms often fall short in
identifying and securing loT devices, particularly when unauthorized or misconfigured devices
connect to the network. In this study, we collect network traffic data from a local hub where
several IoT devices are connected and analyze the traffic to identify the type of each device.
By employing tshark, we filter TCP/UDP traffic and extract vital attributes such as IP length,
protocol headers, port numbers, and stream lengths to construct a labeled dataset representing
various network traffic patterns. To classify and predict the actual type of any connected
device, several machine learning algorithms, including K-Nearest Neighbors (KNN), Support
Vector Machines (SVM), Logistic Regression, Decision Trees, Random Forests, and
XGBoost, are trained on the dataset. The data is preprocessed using Principal Component
Analysis (PCA) and standardization. Additionally, a voting classifier is implemented to
combine the strengths of these individual models. The models are evaluated in terms of
accuracy, precision, recall, and F1-score, with Decision Trees and KNN achieving the highest
accuracy of 99.7% and 98.8%, respectively. This approach enhances network security by
detecting inconsistencies between a device's behavior and its declared identity in the Data Loss
Prevention (DLP) system, flagging unauthorized or suspicious devices. The results
demonstrate the effectiveness of using network traffic features to identify IoT device types and
provide a robust, scalable solution for securing IoT networks.

Keywords: Artificial Intelligence, Machine Learning, Cyber Security, Internet of Things, Data
Loss Prevention.

I. INTRODUCTION

The Internet of Things has revolutionized modern living by interconnecting a vast array of
devices, from smart home systems to industrial equipment. While IoT enhances convenience,
efficiency, and automation, it also presents new vulnerabilities and security risks. With millions
of devices continuously being connected, securing [oT ecosystems has become increasingly
challenging. Unauthorized devices, misconfigured connections, and malicious intrusions can
exploit weak points in a network, leading to data breaches, denial of service attacks, or even
hijacking of devices.

Traditional security mechanisms, designed primarily for conventional computing devices,
often fail to provide adequate protection for IoT devices due to their distinct characteristics.
IoT devices typically communicate through lightweight protocols, have limited computational
power, and exhibit unique traffic patterns, making their detection and classification in a
network more complex. This necessitates the development of tailored solutions for real-time
monitoring, identification, and securing of loT networks.
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In this paper, we propose a machine learning-based approach to classify [oT devices based
on their network traffic. By analyzing the distinct patterns of TCP/UDP traffic, we aim to
accurately identify device types and detect any inconsistencies between a device’s behavior
and its declared identity on the network. Such inconsistencies could indicate misconfiguration
or unauthorized access, thereby alerting network administrators to potential security breaches.

Our approach focuses on collecting and analyzing network traffic at a local hub, where
several loT devices are connected. Using tshark, a packet analyzer, we extract key features
from the captured traffic, such as protocol headers, IP lengths, port numbers, and stream
lengths. These features are used to create a labeled dataset that reflects the traffic patterns of
different IoT devices. We experiment with various machine learning models, including KNN,
SVM, Logistic Regression, Decision Trees, Random Forests, and XGBoost, to classify the
devices based on their network traffic. The models are further optimized using data
preprocessing techniques such as PCA and standardization to enhance classification accuracy.
To improve prediction reliability, we implement a voting classifier that combines the strengths
of the individual models.

The main contributions of this paper include:
e A method for capturing and extracting key features from IoT device network traffic
using tshark.
e A comparative analysis of various machine learning algorithms for classifying loT
device types based on traffic patterns.
e A robust solution that can enhance network security by identifying and flagging
unauthorized or misconfigured devices.

Our results show that the Decision Tree and KNN models achieve the highest accuracy,
providing an efficient, scalable solution for real-time IoT device identification and network
security.

The rest of this paper is organized as follows: Section 2 discusses related work in IoT device
classification and security. Section 3 describes the dataset and feature extraction process.
Section 4 presents the machine learning models and evaluation metrics.

II. RELATED WORK

In recent years, securing [oT devices against malware has become increasingly challenging
due to the growing sophistication of attacks and the limited computational resources available
for implementing security software on these devices. To address these limitations, advanced
anomaly detection methods, such as machine learning, have been proposed for identifying
malware-infected IoT devices through gateway analysis. One study presents an architecture
that leverages summarized statistical data of network traffic, using algorithms like Isolation
Forest and K-means clustering, to achieve high malware detection accuracy while significantly
reducing data size and computational demands [1]. In another study, the authors emphasize the
vulnerabilities of billions of IoT devices lacking proper security mechanisms and propose a
framework utilizing federated learning to enhance malware detection [2]. Their research
utilizes the N-BaloT dataset, which simulates network traffic from various real IoT devices
under malware influence, to evaluate the proposed model's efficacy. By comparing the
performance of federated learning with traditional centralized methods, the study reveals that
federated models can achieve comparable results while preserving data privacy. Moreover, the
paper addresses the security challenges associated with federated learning, highlighting the
vulnerability of standard aggregation methods to adversarial attacks and proposing alternative
aggregation functions as countermeasures. A thorough investigation is conducted by using
several ML models, including XGBoost, SVMs, and Deep Convolutional Neural Networks,
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using multiple datasets such as [oT-23, NSL-KDD, and TON_IoT datasets [3]. Their findings
indicated that XGBoost outperformed both SVM and DCNN, achieving an impressive
accuracy of up to 99.98% while demonstrating superior computational efficiency. This
highlights the potential of utilizing advanced ML techniques for effective anomaly detection
in diverse loT environments.

The growing cyber security risks posed by IoT devices, particularly concerning large
organizations and smart cities is emphasized in another study [3]. They highlight the necessity
for smart mechanisms that can automatically detect suspicious activities on IoT devices
connected to local networks due to the rapid increase in IoT adoption. The traditional methods
for attack detection have become obsolete in the face of increased web traffic and the
challenges associated with processing large volumes of data. To address these issues, the study
proposes a framework for detecting malicious network traffic, utilizing three widely used
classification techniques: SVM, GBDT, and Random Forest. The results indicate that the
Random Forest algorithm outperforms the others, achieving an accuracy of 85.34% when
evaluated on the NSL KDD dataset [4]. Anomaly detection research within the context of
industrial machinery and the IoT is conducted in this study [5]. As IoT enables the collection
of vast amounts of data from industrial equipment, traditional manual anomaly detection
methods become impractical due to the sheer volume and complexity of the data. This study
emphasizes the potential of ML algorithms to automate the detection process, improving safety
and reducing downtime. Notably, while existing systematic mapping studies have largely
concentrated on network and cybersecurity challenges, this research specifically focuses on the
application of ML for anomaly detection in industrial settings. By evaluating 84 studies
published between 2016 and 2023, the paper identifies prevalent algorithms, preprocessing
techniques, and sensor types utilized in IoT environments. Additionally, it highlights
application areas and outlines future challenges and research opportunities in the field.

The rise in successful attacks, particularly from botnets exploiting compromised [oT devices,
poses severe security risks and necessitates urgent countermeasures. In this study, the
importance of implementing solutions that mitigate threats from their inception is highlighted
and the varied nature of these IoT attacks are emphasized [6]. Additionally, it advocates for
quarantining infected devices to prevent virus propagation and botnet formation. The authors
propose leveraging side-channel attack techniques alongside a machine learning-based
algorithm for intrusion detection, demonstrating effective detection of anomalous behavior in
smart [oT devices. In this specific study, the discussions of [oT developers on Stack Overflow
are investigated to understand the security and ML challenges encountered in IoT device
development [7]. An analysis of approximately 53,000 posts reveals that around 12% contain
security discussions, while only 0.12% address ML topics, with no overlap between the two.
Developers frequently express concerns about securely managing data across [oT devices and
show interest in integrating deep neural networks for ML applications, yet they struggle with
the resource constraints of IoT devices. These findings highlight the need for innovative
solutions to enhance security and support ML adoption in the IoT ecosystem.

In this work, the complexities of security in the [oT are explored, particularly the challenges
posed by node heterogeneity [8]. Despite the implementation of traditional security measures
like encryption and access control, these approaches have proven insufficient in ensuring
security for IoT devices. The paper identifies various types of 10T threats and discusses both
shallow and deep machine learning based intrusion detection systems tailored for the IoT
environment. The performance of these models is evaluated using five benchmark datasets:
NSL-KDD, IoTDevNet, DS20S, [oTID20, and the IoT Botnet dataset, with performance
metrics such as accuracy, precision, recall, and F1-score. The findings reveal that deep machine
learning-based IDS significantly outperforms shallow machine learning methods in detecting
IoT attacks. In another study, the use of machine learning and blockchain technology to
enhance the security and privacy of [oT devices is investigated [9]. The focus is on developing
an intrusion detection system that utilizes machine learning algorithms and employs blockchain
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to encrypt interactions between IoT devices. The performance of the system and various
machine learning algorithms is evaluated on an IoT network using simulated attack data,
achieving a remarkable detection accuracy of 99.9% with Random Forest. The findings
demonstrate the effectiveness of this approach in identifying attacks on IoT networks.
Additionally, the study highlights how blockchain technology can bolster security and privacy
by establishing a tamper-proof decentralized communication system.

In this specific study, the vulnerabilities of machine learning models in the [oT ecosystem to
adversarial attacks by insider threats are investigated [10]. As machine learning becomes
increasingly integral to various applications, the risk posed by capable insider adversaries who
can disrupt model behavior during training or testing phases is a significant concern. This paper
reviews and organizes the literature on adversarial attacks and defenses from the perspective
of insider threats, proposing a taxonomy of adversarial methods applicable to machine learning
models in [oT. It discusses the practical implications of these methods in real-life [oT scenarios
and explores potential defensive strategies. The aim is to provide a comprehensive overview
of existing research and raise awareness about the insider threat landscape, encouraging efforts
to protect machine learning models in the IoT environment. In this specific study, the
prevalence of malicious attacks on IoT devices is examined, highlighting their increasing
occurrence across various environments, including homes, offices, and healthcare [11]. This
study proposes offloading machine learning model selection to the cloud while delegating real-
time prediction tasks to fog nodes. An ensemble machine learning model is constructed in the
cloud based on historical data, facilitating real-time attack detection on fog nodes. Evaluated
using the NSL-KDD dataset, the proposed approach demonstrates significant effectiveness,
achieving improved execution time, precision, recall, accuracy, and region of convergence
curve performance.

Device identification is a crucial aspect of the IoT, where accurate identification of each
unique device is essential for critical services like access control and intrusion prevention.
Traditional methods, such as using MAC addresses for device identification, face challenges
due to vulnerabilities like spoofing. In this specific study, a novel unsupervised approach for
IoT device identification which may significantly improve security measures in [oT
environments is presented [12]. With this new technique the accurate and reliable device
identification is ensured.

III. METHODOLOGY

The dataset used for this study was collected from a local router, with several devices
connected to the network. The dataset includes network packets captured in a PCAP file format,
with each packet being associated with specific devices identified by their IP addresses. The
device types in the dataset are classified into four categories: PC, Mobile, Smart TV, and
Miscellaneous, which includes other devices like printers or IoT devices. The devices' IP
addresses follow the format 192.168.1.#, where # is replaced by a specific identifier
corresponding to the device type. For example:

e PC:192.168.1.101

e Mobile: 192.168.1.102

e SmartTV:192.168.1.106

e Miscellaneous (Google Chromecast, Robot Vacuum Cleaner, Amazon Echo):
192.168.1.103, 104, 107

In our study, network traffic features were extracted from PCAP files using the tshark tool,

part of the Wireshark software suite. We began by filtering the network packets according to
device type, as identified by specific IP addresses. Each device category (PC, Mobile, Smart
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TV, Miscellaneous) was filtered using predefined IP addresses for TCP and UDP packets. To
represent these packets in a feature vector model, some useful features were extracted from
each packet. We extracted 15 different features from each packet using tshark's field extraction
capabilities. These features include both IP and TCP/UDP header information, providing
insight into the behavior and structure of the traffic. The extracted features are represented in
Table 1.

TABLE I

FEATURES FROM THE NETWORK ACTIVITY
Feature Command used to extract the feature
IP Length tshark -r -e ip.len
IP Header Length tshark -r -e ip.hdr
Time-to-Live Protocol tshark -r -e ip.proto
Time-to-Live tshark -r -e ip.ttl
Source Port tshark -r -e tcp.srcport
Destination Port tshark -r -e tcp.dstport
Window Size tshark -r -e tcp.window_size value
TCP Header Length tshark -r -e tcp.hdr len
TCP Stream tshark -r -e tcp.stream
TCP Urgent Pointer tshark -r -e tcp.urgent pointer
TCP Length tshark -r -e tcp.len
UDP Source Port tshark -r -e udp.srcport
UDP Destination Port tshark -r -e udp.dstport
UDP Stream tshark -r -e udp.stream
UDP Length tshark -r -e udp.length

The labels for each packet are assigned based on the source IP address, allowing for the
classification of network activity by device type. In terms of data preprocessing, we handled
any missing data by filling them with zeros and scaled the features using standard scaling
techniques to normalize the data before training our models. The normalized data was then
subjected to Principal Component Analysis (PCA) to reduce the dimensionality while retaining
95% of the explained variance. Even though we executed the PCA, we have used all the
features for the classification. But 7 features are the most informative ones among others, and
these features are respectively;

e [IP Length (ip.len): Represents the total length of the IP packet. This feature helps in
understanding the size of the transmitted packets and is essential for anomaly detection.

e [P Header Length (ip.hdr_len): Indicates the length of the IP header. This can be useful
for identifying protocol usage and possible irregularities in packet structures.

e Time-to-Live (TTL) (ip.ttl): The TTL value helps determine the packet's lifespan in
the network and can indicate the path it has taken. Anomalies in TTL can signify issues
like routing loops.

e Source Port (tcp.srcport): The port from which the traffic originates. It can be useful
for identifying communication patterns and potential attacks.

e Destination Port (tcp.dstport): Indicates where the packet is being sent. This feature is
critical for analyzing target services and potential vulnerabilities.

e Window Size (tcp.window size value): The size of the sender's receive window,
indicating how much data can be sent before receiving an acknowledgment. This
feature is key for performance analysis and detecting congestion.
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e TCP Length (tcp.len): The length of the TCP segment. This can help assess the nature
of the traffic and identify possible anomalous behavior.
These features are presented in Figure 1.

Cumulative explained variance
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Fig. 1.Result for the PCA analysis.

IV. RESULTS

In our investigation into the efficacy of machine learning algorithms for dynamic malware
analysis, we selected a range of classification techniques based on their proven track records
in similar domains, their adaptability, and their performance in handling imbalanced datasets.
Below, we present the results obtained from various models, including K-Nearest Neighbors,
Support Vector Machine, Logistic Regression, Decision Tree, Random Forest, XGBoost, and
a Voting Classifier. The results for these algorithms are presented in Table 2.

The results of this study indicate that machine learning algorithms, particularly Decision
Trees and ensemble methods like Random Forest and XGBoost, are highly effective for
classifying network traffic in the context of dynamic malware analysis. The high accuracy and
balanced precision and recall across various models underscore the potential for implementing
these techniques in real-world cybersecurity applications.
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TABLEII
RESULTS FOR CLASSIFICATION
Model Metric Result
Accuracy 0.988
K-Nearest Neighbor Precision 0.986
Recall 0.988
Accuracy 0.964
Support Vector Machine Precision 0.972
Recall 0.966
Accuracy 0.984
Logistic Regression Precision 0.980
Recall 0.979
Accuracy 0.997
Decision Tree Precision 0.997
Recall 0.997
Accuracy 0.995
Random Forest Precision 0.995
Recall 0.995
Accuracy 0.988
XGBoost Precision 0.986
Recall 0.988

V. CONCLUSION

The results of our analysis demonstrate that machine learning algorithms can effectively
classify [oT devices based on their network traffic patterns. By employing techniques such as
K-Nearest Neighbors, Support Vector Machines, and ensemble methods like Random Forest
and XGBoost, we can predict the class (or type) of an IoT device with high accuracy. This
capability becomes especially critical in network security, where the dynamic landscape of
connected devices presents both opportunities and challenges.

When a new IoT device connects to a network, a deep learning-based detection and
prevention (DLP) system can leverage our classification models to assess its assigned type. If
there is a discrepancy between the predicted class and the actual type of the device detected,
this anomaly may signify a potential cyber threat. Such a situation necessitates immediate and
in-depth analysis to determine the cause of the mismatch and to ascertain whether it poses any
risk to network integrity.

From this perspective, our findings underline the importance of integrating robust machine
learning models into cybersecurity frameworks for IoT environments. By doing so,
organizations can enhance their threat detection capabilities, allowing for proactive measures
against potential attacks. The ability to recognize and respond to deviations in expected device
behavior is crucial for maintaining the security and resilience of IoT networks in an
increasingly complex cyber landscape .
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ABSTRACT

Citrus suhuiensis (C. suhuiensis) is recognized as a mandarin orange that originated from
southern China and developed from the citrus family of Rutacaeae. However, the production
of citrus, especially mandarin oranges, has declined over the past few years due to low
susceptibility to diseases. Plant biotechnology, such as root culture, can potentially increase the
propagation rate of citrus plants. This study investigated the effect of different concentrations
of auxins on the establishment of C. suhuiensis adventitious root culture from its callus, seeds,
and leaves explants. The explants were transferred into an MS solid medium supplemented with
different concentrations of 1-Naphthaleneacetic acid (NAA) and Indole-3-butyric acid (IBA)
(1 - 4 mg/L) to determine which type and concentration of auxin can induce maximum C.
suhuiensis adventitious root growth. It was found that the callus culture was growing without
resulting in root induction. IBA with the concentration of 4 mg/L effectively induced roots from
C. suhuiensis seed explants as it gave the highest root length of 10.23 cm. This is because IBA
is more potent and influences the root induction from seeds more than NAA. Contrarily, 4 mg/L
NAA was significant for leaf explants in C. suhuiensis root induction as it gave the longest root
length of 0.8 cm. The findings in this study serve as a basis for the scaling-up of root culture
and in vitro cultivation of C. suhuiensis.

Keywords— Adventitious roots; Citrus plants; Citrus suhuiensis, Plant growth regulator,
Auxin.
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ABSTRACT

MAX phases are characterized by the general formula Mn+1AXn (n = 1, 2, 3). M stands for a
transition metal, A for an element of group 3A or 4A and X for C or N. MAX phases are
polycrystalline, nano-sized and layered structures of ternary carbides and nitrides. TizSiCz
MAX phases are generally produced by hot isostatic press, hot press, and spark plasma sintering
methods by their pure elements or carbide (TiC or SiC) compounds. Synthesis at high
temperatures, high pressure, and long holding times can cause decomposition of Ti3SiCz and it
is also not economical to start from pure elements. In this study, possible problems were
considered and sol-gel method for Ti3S1C2 synthesis was investigated. The synthesis of Ti3SiC2
consists of two stages which are sol-gel method and heat treatment. The raw materials of
Ti3S1C2 were synthesized by using metal alkoxides such as Ti-, Si- and C sources via sol-gel
method. After this, raw materials were conducted to heat treatment at 1150-1400 °C with 60
mins holding time under argon (Ar) atmosphere. The maximum yield of Ti3SiC2 with 90%
purity was achieved by heat treatment of inorganic-organic hybrid MAX phase raw materials
obtained by partial hydrolysis of 2:1 Ti:Si-alkoxide ratio prepared by sol-gel method under
argon at 1350 °C for 60 minutes. Acid purification processes were applied to increase the purity
of the MAX phase produced, for example to remove impurities such as SiO2 and TiO2. As the
authors knowledge there is no study in the literature on the synthesis of Ti3SiC2 MAX phases
by sol-gel method.
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ABSTRACT

Binary compounds composed of transition metals such as Zr, Hf, Ti, Nb and Ta, combined
with boron, carbon or nitrogen, are known as ultra-high temperature ceramics (UHTCs).
UHTCs are characterized as high temperature ceramics that have melting temperatures above
3000°C and are suitable for use in operating conditions above 2000°C due to their high
temperature stability.

Titanium diboride (TiB2), a member of the transition metal diboride family, possesses a high
melting point, high hardness, and good thermal shock resistance. However, its application is
limited by challenges in sintering and low fracture toughness. To address these limitations, this
study aims to enhance the sinterability and fracture toughness of TiB2 by incorporating
molybdenum disilicide (MoSi2) into the matrix, forming high-density composites.

In this study, composites with three different compositions were synthesized using the spark
plasma sintering (SPS) technique (7.40 MK VII, SPS Syntex Inc.). The TiB2 matrix was
reinforced with 2.5 vol%, 5 vol%, and 10 vol% MoSi2. The powder mixtures were placed into
graphite molds and sintered using SPS at 1720°C under a pressure of 40 MPa, with a dwell time
of 5 min. The bulk densities of the samples were measured using the Archimedes’ method.
Phase analysis was conducted through X-ray diffraction (XRD), and microstructural
characterization was performed using scanning electron microscopy (SEM). Mechanical
properties, including Vickers microhardness and fracture toughness, were evaluated, and the
oxidation behavior of the composites was tested by furnace oxidation at 1100°C for 90 min.

Density measurements revealed that the sample containing 2.5 vol% MoSi2 achieved a
relative density of over 97%. XRD phase analysis indicated that the crystal structure of MoSiz
transformed from a tetragonal to a hexagonal close-packed structure due to the elevated
temperature during SPS. Additionally, TiSi2 was detected in the sample with 10 vol% MoSio.
The addition of MoSiz resulted in an approximately 6% increase in fracture toughness compared
to monolithic TiB2. Moreover, the oxidation resistance of the composite with 10 vol% MoSiz
improved ~4 times compared to monolithic TiBa.

Keywords— TiB>, MoSiz, SPS, Composite
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ABSTRACT

Chromium diboride (CrB2) is one of the advanced ceramics with high melting temperature
(2200 °C), high hardness (~20 GPa), good corrosion and oxidation resistance. The potential
applications are hard coatings on cutting parts and thin films produced by magnetron sputtering.
The strong covalent bonding character and low self-diffusion coefficient of CrB2 restrict the
full densification during sintering in monolithic form. In order to overcome this problem,
ceramic matrix composites are produced by incorporating various reinforcements such as,
silicon carbide (SiC) and molybdenum disilicide (MoSi2). SiC, in particular, acts as a sintering
aid and enhances oxidation resistance by forming a protective borosilicate glass layer on the
surface when exposed to air.

In this study, CrB2-SiC binary composites containing 0, 10, 15, and 20 vol.% SiC were
produced by spark plasma sintering (SPS) at 1600°C, under a pressure of 40 MPa, and with a
holding time of 5 min. The consolidated samples were characterized through density
measurements using the Archimedes’ principle and mercury porosimetry, phase analysis via X-
ray diffraction (XRD), microstructural analysis using scanning electron microscopy (SEM), and
mechanical property assessment through Vickers microhardness testing. Additionally,
oxidation behavior was investigated using thermogravimetric analysis (TGA) over a
temperature range of 25-1100°C and furnace oxidation tests at 900, 1000, and 1100°C for 180
min. Elemental analysis was conducted to identify the elements formed during oxidation.

According to the characterization results, the relative density of monolithic CrB2 was
approximately 97%, and the addition of SiC increased the density to over 98%. XRD patterns
confirmed the absence of any secondary phase formation, showing only the characteristic peaks
of CrB2 and SiC. The fracture mode for all compositions was predominantly transgranular.
Vickers hardness increased by approximately 13% with the addition of 15 vol.% SiC, while the
addition of 20 vol.% SiC enhanced the indentation fracture toughness of monolithic CrB2 by
~36%. Oxidation resistance improved significantly, with CrB.-SiC composites (containing 15-
20 vol.% SiC) exhibiting approximately 40 times better performance compared to monolithic
CrB: after furnace oxidation at 1100°C. The composite with 15 vol.% SiC showed the best
overall combination of densification, microstructure, mechanical properties, and oxidation
resistance among all the compositions studied. No prior research has been reported in the
literature regarding the addition of SiC particles into the CrB2 matrix. Oxidation resistance
improved significantly, with CrB»-SiC composites (containing 15-20 vol.% SiC) exhibiting
approximately 30 times better performance compared to monolithic CrB: after furnace
oxidation at 1100°C. The composite with 15 vol.% SiC showed the best overall combination of
densification, microstructure, mechanical properties, and oxidation resistance among all the
compositions studied.

This research was supported by ITU Scientific Research Projects Coordination Unit with a
project code FHD-2023-44882.

Keywords—CrB:, CrB2-SiC composites, spark plasma sintering, oxidation resistance
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ABSTRACT

In this note, the initial and periodic boundary value problem was solved for the fourth-
order pseudo-parabolic equation with gradient non-linearity and pseudo term.
Local existence-uniqueness result for mild solutions was found for any initial data by using
Banach fixed point theorem. In addition, the existence of blow-up solutions was proved and a
lower bound for the blow-up time was obtained.
Pseudo-parabolic equations play a crucial role in modeling complex physical phenomena
where traditional parabolic or hyperbolic equations are insufficient. Their ability to capture
memory effects and non-local behavior and to ensure the smoothness of solutions makes them
valuable in various scientific and engineering applications
Moreover, In this research, it was observed that two different types of equations have
different solution spaces and these spaces converge to each other. It was also observed that
the solutions of pseudo-parabolic equations are smoother than the solutions of parabolic
equations.

Keywords— Fourth order pseudo parabolic equation; Gradient non-linearity; Existence-
uniqueness;, Blow-up; Lower blow-up time
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ABSTRACT

Wood is an organic material, so it is susceptible to degradation by various biological agents.
When temperatures range between 20-27°C and humidity levels are between 65-70%, the
conditions become ideal for fungal growth. In our country, wood materials typically used in
outdoor environments fall within these ranges, making them vulnerable to fungal damage.
Therefore, understanding climate index values is crucial for assessing the degree of fungal
damage risk to outdoor wood materials in our country and providing insights into the technical
and practical measures needed to minimize the adverse effects of potential decay hazards. This
study aims to classify the climate of provinces in our country and calculate climate index values
using meteorological data from 2012-2023. In doing so, the study aims to link these values to
the biological decay of wood. For this purpose, the Ering climate classification and Scheffer
Climate Index values were calculated based on temperature and precipitation parameters over
the last 11 years. These values were then categorized according to decay risk levels. The results
indicate a slight increase in Scheffer Climate Index values in recent years and a decrease in the
precipitation effectiveness index. This trend could be related to rising temperatures and
decreasing precipitation over the past 11 years. The highest precipitation effectiveness index
was observed in the Eastern Black Sea region, while the lowest was recorded in Southeastern
and Central Anatolia. The precipitation effectiveness index, directly proportional to
precipitation levels, produced results consistent with regional expectations. Among all
provinces, Rize in the Eastern Black Sea region had the highest precipitation effectiveness
index, while Aksaray in the Central Anatolia region had the lowest. According to the Scheffer
Climate Index values, the region with the highest risk of decay is the Eastern Black Sea. In
contrast, regions such as the Central Black Sea, Western Black Sea, and Marmara exhibited
moderate decay conditions. Decay conditions were identified as low in the other areas, with
Southeastern Anatolia having the lowest index value. The highest Scheffer Climate Index
values (> 80) were found in the Eastern Black Sea provinces of Rize, Giresun, Ordu, and
Trabzon. In contrast, the lowest values (< 10) were recorded in the Eastern Anatolian provinces
of Bitlis and Van, the Central Anatolian province of Karaman, and the Southeastern Anatolian
province of Batman. In regions with a high risk of decay, it is essential to use impregnated wood
for outdoor applications. As is the case globally, increasing global warming in our country is
causing significant changes in the climate. As a result, wood used in outdoor environments is
greatly affected by seasonal factors, which may alter its service life over time. Particularly in
recent years, the decrease in precipitation and the corresponding increase in temperature and
global solar radiation are likely to result in changes to the factors that cause damage to wood.
Given the expected rise in fungal attacks and insect and termite attacks in the coming years, it
is necessary to promote the use of impregnated or modified wood products for outdoor
applications and raise public awareness about these issues.

Keywords— Ering Climate Classification; Scheffer Climate Index; Wood Decay,; Impregnation
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The Role of Culr Alloys and Magnetic Damping in NiFe
Thin Films
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ABSTRACT

In the rapidly evolving field of spintronics, the manipulation of spin currents is a crucial
factor for developing efficient and powerful devices. One of the most significant discoveries
in this domain has been the spin-Hall effect, which allows the generation of spin currents in
non-magnetic materials without the need for an external magnetic field or a ferromagnetic
(FM) layer. The spin-Hall effect is directly related to the spin-orbit interaction, an effect that
occurs prominently in materials with heavy atoms, like those in the 5d transition metal group.
This relationship opens the door to using alloys formed by 5d metals and lighter elements
such as Cu in FM/NM structures to enhance the performance of spintronic devices.

In this study, the potential of these materials was explored by examining how non-
magnetic layers affect the magnetic properties of NiFe thin films. NiFe films with thicknesses
of 5, 7, and 10 nm were fabricated using magnetron sputtering. These films were then capped
with 3 nm layers of Culr and Pt to study the influence of the non-magnetic layers on the
magnetic damping properties of NiFe. The vector network analyzer ferromagnetic resonance
(VNA-FMR) was employed in this study, providing detailed information on the
magnetization processes within the multilayers. From the VNA-FMR data, the Gilbert
damping constant was extracted, a parameter that describes how fast the magnetization
precession decays back to equilibrium. This constant is vital for understanding energy
dissipation in magnetic systems, as materials with strong spin-orbit coupling tend to exhibit
higher damping due to enhanced spin-flip scattering, which broadens the FMR linewidth.
Among the non-magnetic layers tested, Culr stood out as a promising alternative to traditional
heavy metals like platinum, which are widely used in spintronic devices. The Culr alloy, due
to its high spin-orbit interaction, showed potential to influence the magnetic damping in NiFe
films, a property crucial for efficient spin current generation and manipulation. By reducing
damping or controlling it precisely, new generations of spintronic devices could be developed,
offering faster, more energy-efficient operations.

Keywords—Magnetization dynamics, Thin films, Gilbert damping, Ferromagnetic resonance.
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Processing and Characterization of CoCrFeNiAlx (x=0.2
x=0.6 x=1 x=1.5 mol) High Entropy Alloy by Mechanical
Alloying and Spark Plasma Sintering

Yusuf Baran Cicek”!, Gultekin Goller!

*: yusufbarancicek@gmail.com, ORCID: 0009-0006-0860-8004
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ABSTRACT

High entropy alloys (HEAs) are materials consisting of at least 5 elements, where the
composition of each element is between 5% and 35%. For a 5-element equiatomic alloy, the
proportion of each element is 20%. HEAs have various superior properties compared to
conventional alloys, especially high strength, high hardness value. High entropy alloys have 4
main effects called four core effects. These are high entropy effect, lattice distortion effect,
slow diffusion effect and cocktail effect, which are extremely important for the evaluation and
development of material properties. The main objective of this study is to produce and
optimize CoCrFeNiAlx (x=0.2 x=0.6, x=1, x=1.5 mol) high entropy alloy powders by
mechanical alloying and to study the change of material properties by sintering process with
boron carbide addition. The powders were prepared with a 10:1 ball-to-powder ratio to ensure
the optimum grinding condition. The mechanical alloying process was then carried out with
2-4-6-8 and 20 hours of grinding at 800 rpm for both systems. The spark plasma sintering
process of the unreinforced material was carried out at 840°C, 40 MPa pressure and 3 minutes
sintering time, while the sintering of the material containing 2% boron carbide was carried out
at 900°C, the same pressure and sintering time. Density measurements were made according
to the archimedes principle. The density of the unreinforced material was 6.39 g/cm® + 0.04,
while the density of the reinforced material was 6.91 g/cm® + 0.02. The average hardness
value of the unreinforced material was 415.07 HV + 12.35. As a result of the study, phase
analysis was carried out by x-ray diffraction technique.

Keywords— High Entropy Alloys, Mechanical Alloying, Spark Plasma Sintering, Material
Characterization, X-Ray Diffraction Technique, Microstructure Characterization
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Influence of Halogen Heater and Fluidized Bed Drying on
Color, Total Phenolic Content and Drying Kinetics of Green
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ABSTRACT

Drying is a process that involves the simultaneous transfer of heat and mass, resulting in
the reduction of moisture content in food products. The study aimed to evaluate color values,
total phenolic content and drying kinetics on different drying temprature (50, 60 and 70°C) of
halogen heater drying (HHD) and fluidized bed drying (FBD) on green pepper (Capsicum L.).
Drying kinetics were evaluated for drying rate, moisture ratio, effective diffusion coefficient
(Detr), activation energy (Ea). Drying curves were obtained by recording sample weights in
15-min periods for the drying the time for the samples to reach 8-10% humidity level on a wet
basis. The effective diffusion coefficients were found to be between -8.11x10” and -2.84x10®
m?/s in the HHD and -1.62 x10°® and -3.65x10® m?s in the FBD. The activation energy
ranged from 60.42 to 70.83 kJ/mol and 58.33 to 65.07 kJ/mol in HHD and FBD, respectively.
The total phenolic content of the samples ranged from 354.00 to 651.49 mg gallic acid/kg in
the HHD and 538.17 to 665.47 mg gallic acid/kg in the FBD. Additionally, it was found that
the samples dried in the HHD had a better rehydration capacity and rate compared to those
dried in the FBD. However, when comparing color values, the samples dried in the FBD were
found to be closer to the fresh sample compared to those dried in the HHD.

Also, the drying curves were fitted to six mathematical models. The model with the highest
regression coefficient (R?) and the lowest chi-square (), and root mean square error (RMSE)
was selected as the best model. For the samples dried in the HHD the Jena&Das model
provided the best fit for describing the thin-layer drying of greenpepper, whereas the
Aghbashlo model was more suitable for the FBD. The study concluded that increased the
drying temperature of the samples reduced the drying time by 50-57.7%, increased the
effective diffusion coefficient, and allowed drying with lower activation energy in the
production of dried green pepper for both drying methods.

Keywords: Mathematical Modelling, Drying Kinetics, Total Phenolic Content, Halogen
Heater Drying, Fluidized Bed Drying
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Tuz Hidrat Faz Degisim Malzemeleri ve Performanslarini
Iyilestirmek icin Kullanilan Nanoparcaciklar

Salt Hydrate Phase Change Materials and Nanoparticles Used to
Improve Their Performance
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OZET

Niifus ve enerji talebinin artmasi ile siirdiiriilebilir enerji iiretimi ve 6zellikle enerjinin
depolanmasi konulari ¢ok dnemli hale gelmistir. Ozellikle mevcut enerjiyi depolamak, enerji
talebinin karsilanmasi, giines ve riizgar gibi yenilenebilir enerji kaynaklarindan elde edilen
enerjinin kesintisiz ve istikrarli olmasi, enerjideki fiyat artislarinin 6nlenmesi agisindan ¢ok
onemlidir. Bu amagla, termal enerji depolama yontemlerinden en Onemlisi olan gizli 1s1
depolama yonteminde kullanilan tuz hidratlar, son zamanlarin arastirma konularindan biri
olmustur. Tuz hidratlar, 1s1 depolama ve serbest birakma 6zelligine sahip, sabit sicaklikta faz
degistiren, faz degisimi sirasinda hacim degisikligi az olan, biiyiik miktarda enerji depolayan,
diisik maliyetli, toksik olmayan malzemelerdir. Tuz hidratlarin, diger faz degisim
malzemelerine gore ulasilabilirligi daha yiiksektir. Yapilarinda su molekiilleri (nH20)
bulunmaktadir. Gida tagimaciligi, giines enerjisi gibi yenilenebilir enerji sistemleri, bina
uygulamalari, 1sitma ve sogutma uygulamalari gibi ¢cok cesitli uygulama alanlar1 sunmaktadir.
Gliniimiizde yaygin olarak kullanilan tuz hidrat faz degisim malzemelerinden bazilar1 sunlardir;
Na2SO4-10H20 (sodyum siilfat dekahidrat, glauber tuzu), CaCl..6H20 (kalsiyum kloriir
hekzahidrat, CH3COONa.3H20 (sodyum asetat trihidrat), Mg(NO3)2.6H20 (magnezyum nitrat
hekzahidrat, KF.4H2O (potasyum floriir tetrahidrat), LiClO3.3H20 (lityum klorat trihidrat),
LiNO3.3H20 (lityum nitrat trihidrat), Na2COs-10H20 (sodyum karbonat dekahidrat),
CaBr2.6H20 (kalsiyum bromiir hekzahidrat), MgCl2.6H20 (magnezyum kloriir hekzahidrat),
Na2HPO4-12H20 (disodyum hidrojen fosfat dodekahidrat), MgCl2.6H20 (magnezyum kloriir
hekzahidrat), NH4AI(SO4)2: 12H20 (amonyum aliiminyum siilfat dodekahidrat, amonyum sap,
sap), Na2S203.5H20 (sodyum tiosiilfat pentahidrat), Na3POs-10H20 (sodyum fosfat
dekahidrat).

Tuz hidrat faz degisim malzemelerinin avantajlarmin yaninda bazi dezavantajlart da
bulunmaktadir. Diisiik termal iletkenliklerini ve enerji depolama kapasitelerini iyilestirmek, faz
ayrismasint  6nlemek ve asir1 soguma davranislarini azaltmak icin nanomalzemeler
kullanilmaktadir. Bu amagla kullanilan nanomalzemeler arasinda, grafen ve grafenden elde
edilen diger nanoparcaciklar (GO, rGO, GNP, N-doped grafen, GQDs gibi), metal ve metal
oksit nanoparcaciklari, tek ve ¢ok duvarli karbon nanotiipler, silika nanopargaciklari, grafit,
genisletilmis grafit, boron nitride nanotiipleri, polimerler ve farkli malzemelerin birlesmesiyle
olusan nanokompozitler yer almaktadir.

Keywords—Enerji Depolama; FDM,; Tuz Hidratlar; Nanopar¢aciklar
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ABSTRACT

With the increasing population and energy demand, sustainable energy production,
particularly energy storage, has become very important. In particular, storing the existing
energy, meeting the energy demand, ensuring that the energy obtained from renewable energy
sources such as solar and wind is uninterrupted and stable, and preventing price increases in
energy are very important. For this purpose, salt hydrates used in the latent heat storage method,
which is the most important of the thermal energy storage methods, have become one of the
recent research topics. Salt hydrates are low-cost, non-toxic materials that have the property of
storing and releasing heat, phase change at a constant temperature, having little volume change
during phase change, and storing large amounts of energy. Salt hydrates are more accessible
than other phase change materials. They contain water molecules (nH20) in their structures.
They offer a wide range of application areas such as food transportation, renewable energy
systems such as solar energy, building applications, and heating and cooling applications. Some
of the salt hydrate phase change materials widely used today are as follows; Na2SO4-10H20
(sodium sulfate decahydrate, glauber's salt), CaCl2.6H20 (calcium chloride hexahydrate,
CH3COONa.3H20 (sodium acetate trihydrate), Mg(NO3)2.6H20 (magnesium nitrate
hexahydrate, KF.4H>2O (potassium fluoride tetrahydrate), LiClO3.3H20 (lithium chlorate
trihydrate), LiNOs3.3H20 (lithium nitrate trihydrate), NaxCO4-10H20 (sodium carbonate
decahydrate), CaBr2.6H20 (calcium bromide hexahydrate), MgCl..6H20 (magnesium chloride
hexahydrate), Na2HPO4-12H20 (disodium hydrogen phosphate dodecahydrate), MgCl..6H20
(magnesium chloride hexahydrate), NH4Al(SO4)2-12H20 (ammonium aluminium sulfate
dodecahydrate, ammonium alum, alum), Na2S203.5H20 (sodium thiosulfate pentahydrate),
NaszPO4-10H20 (sodium phosphate decahydrate).

Despite the advantages of salt hydrate phase change materials, there are also some
disadvantages. Nanomaterials are used to improve their low thermal conductivity and energy
storage capacity, prevent phase separation and reduce their supercooling behaviour.
Nanomaterials used for this purpose include graphene and other nanoparticles obtained from
graphene (GO, rGO, GNP, N-doped graphene, GQDs, etc.), metal and metal oxide
nanoparticles, single and multi-walled carbon nanotubes, silica nanoparticles, graphite,
expanded graphite, boron nitride nanotubes, polymers and nanocomposites formed by
combining different materials.

Keywords— Energy Storage; PCM; Salt Hydrates; Nanoparticles
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Kisa Elyaf Takviyeli Kompozit Timoshenko Kirislerinin
Titresiminde Donel Yay Mesnetlerinin EtKisi

Effect of Rotational Spring Supports on Vibration of Short-Fiber-
Reinforced Composite Timoshenko Beams
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OZET

Bu calismada, her iki ucundan donel yaylar ile donmeye karsi kontrol altina alinmis ve
Timoshenko kiris teorisi ile ele alinan kisa elyaf takviyeli kompozit kirislerin serbest titresim
analizi incelenmistir. Ayrica, kisa elyaf takviyeli kompozit kirigler donel yaylarin yanisira her
iki ucundan basit mesnetler ile sabitlenmistir. Takviye eleman1 olarak kullanilan kisa elyaflar,
kompozitin matris malzemesinde rastgele yonlendirilmis olarak ele alinmistir. ilk olarak,
literatiirde iyi bilinen Timoshenko kiris teorisinin serbest titresimini ifade eden denklemler
verilmistir. Donel yay mesnetlerinin etkisini incelemeye imkan veren analitik ¢ézlimiin elde
edilebilmesi i¢in yer degistirme fonksiyonu Fourier siniis serisi se¢ilirken donme fonksiyonu
Fourier kosiniis serisi se¢ilmistir. Ardindan, benimsenen sinir kosullarinda serbestlik
saglamasi i¢in Stoke doniisiimii uygulanmis ve bir 6zdeger problemi elde edilmistir. Elde
edilen bu 6zdeger problemi hem kisa elyaf takviyeli kompozit kiriglerin malzeme 6zelliklerini
hem de donel yay parametrelerini icermektedir. Kisa elyaf takviyeli kompozit Timoshenko
kiriglerin uglarindaki donel yay parametrelerinin rijitlikleri ¢ok diislik ayarlandiginda sonuglar
her iki ucu basit mesnetli kirislerin sonuglarini vermektedir. Bu donel yay parametrelerinin
rijitliklerinin ¢ok yiiksek ayarlanmasi ise sonuglar1 her iki ucu ankastre mesnetli kiriglerin
sonuglarina getirir. Bu ¢6zlimiin avantaji donel yay parametrelerini keyfi bir sekilde ayarlama
imkani vermesi ve bdylece hem deforme olabilir hem de rijit sinir kosullarina sahip kisa elyaf
takviyeli kompozit Timoshenko kirislerinin serbest titresim frekanslarini1 hesaplayabilmesidir.
Sunulan ¢6ziim ile degisik kisa elyaf ve matris malzeme o6zelligi kombinasyonlarinin
kompozit Timoshenko kirislerinin serbest titresim frekanslarina etkisi farkli donel yay
rijitlikleri diislintilerek incelenmistir. Kisa elyaf elastisite modiiliiniin matrisin elastisite
modiiliine orani arttikca frekanslar artarken kisa elyaf kiitle yogunlugunun matrisin kiitle
yogunluguna orani arttik¢a frekanslar diismektedir. Kompozit kirigin her iki ucundaki donel
yaylarin rijitliklerinin artmasi titresim frekanslarinin artmasina neden olmaktadir. Hem esit
hem de farkl: rijitliklerde ayarlanabilen bu donel yaylar kompozit kirislerin diger 6zelliklerini
degistirmeden frekanslarin kontrol edilebilmesine imkan saglamaktadir.

Anahtar Kelimler— kisa elyaf takviyeli kompozit kiris; titresim, Timoshenko kirig teorisi;
Stoke doniisiimii; donel yay
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ABSTRACT

In this study, the free vibration analysis of short-fiber-reinforced composite beams
controlled against rotation by rotational springs at both ends and treated by Timoshenko beam
theory is investigated. In addition to rotational springs, short-fiber-reinforced composite
beams are also rested on simply supports at both ends. The short fibers used as reinforcing
elements are considered randomly oriented in the matrix material of the composite. First, the
equations expressing the free vibration of the Timoshenko beam theory, well known in the
literature, are given. The displacement function is chosen as Fourier sine series while the
rotation function is Fourier cosine series to obtain an analytical solution that allows to study
the effect of rotational springs. Then, the Stokes’ transform is applied to provide freedom in
the adopted boundary conditions and an eigenvalue problem is obtained. This eigenvalue
problem involves both the material properties of the short-fiber-reinforced composite beams
and the rotational spring parameters. When the stiffnesses of the rotational spring parameters
at the ends of the short-fiber-reinforced composite Timoshenko beams are set too low, the
results give the results of simply-supported beams at both ends. Setting the stiffnesses of these
rotational spring parameters too high brings the results to the results of beams with clamped
supports at both ends. The advantage of this solution is that it allows arbitrary setting of the
rotational spring parameters and thus can calculate the free vibration frequencies of short-
fiber-reinforced composite Timoshenko beams with both deformable and rigid boundary
conditions. With the presented solution, the effect of different combinations of short fiber and
matrix material properties on the free vibration frequencies of composite Timoshenko beams
is investigated by considering different rotational spring stiffnesses. The frequencies increase
as the ratio of short fiber modulus of elasticity to matrix modulus of elasticity increases, while
the frequencies decrease as the ratio of short fiber mass density to matrix mass density
increases. Increasing the stiffness of the rotational springs at both ends of the composite beam
causes the vibration frequencies to increase. These rotational springs, which can be set at both
equal and different stiffnesses, allow the frequencies to be controlled without changing the
other properties of the composite beams.

Keywords— short-fiber-reinforced beam; vibration;, Timoshenko beam theory; Stokes
transform, rotational spring
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Morphological Features in Radiological Images: Python-
Based Image Processing Solutions
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ABSTRACT

Radiological imaging systems are widely used in hospitals to examine undesired anomalies
that occur in the human body. Many types of anomalies such as tumors, cysts, masses,
bleeding, abscesses, inflammation, pneumonia and plaques can be analyzed and monitored in
detail using computed tomography, X-ray, ultrasound and magnetic resonance imaging
techniques. Periodic monitoring is crucial for longitudinal follow-up of detected or suspected
anomalies. For this purpose, images of individuals are obtained from the same regions at
certain time intervals (months or weeks) with radiologic imaging systems. By comparing the
morphological characteristics of the anomalies in the relevant regions in the previous and
subsequent images, important information that directly affects the diagnosis and treatment
processes such as the direction of disease progression, tumor growth rate, extent of spread,
and increase in volume is provided. The acquisition of morphological features in radiological
images is usually performed manually in hospitals. Automated or semi-automated
measurement systems can reduce the time and errors caused by manual measurement. In this
study, we investigated the functions and application solutions offered by OpenCV and Scikit-
image libraries with Python programming language to determine the morphological features
of a liver tumor in computed tomography images. Morphological features were obtained using
a mask from a liver Computed Tomography image in the “Medical Segmentation Decathlon”
database. These masks were drawn by experts and have been made available for exploring
artificial intelligence methods in segmentation and other features. In this study, masks were
used only for the determination of morphological features, and segmentation operations
related to artificial intelligence were excluded from the scope of the study. We determined the
real-world size of a pixel in millimeters from the 'info' files of NIfTI format images. Using
Python, OpenCV and Scikit-image libraries, morphological features of the tumor region were
obtained and how to measure the real-world size of these features was investigated. The study
showed that Python image processing solutions provide practical functions and tools for
determining morphological features. At the end of the study, we discussed the advantages and
limitations of these libraries in the context of medical imaging.

Keywords—Computed Tomography, Morphological Features; OpenCV; Python; Scikit-
image; Tumor
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Optimizing Load-Bearing Capacity of Sand: The Role of
Stiffness Modulus Ratio
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ABSTRACT

Soil deformation characteristics are influenced by factors such as effective stress, relative
density, strain level, and stress-strain history. The mechanical behavior of cohesionless soil,
including stress-strain and dilatancy responses, is notably affected by changes in confining
pressure. Soil behavior is inherently non-linear, meaning soil stiffness varies with the stress
levels within the soil mass. In the Hardening Soil (HS) model, soil behavior is represented more
accurately by incorporating three distinct soil stiffness moduli. This model also considers the
stress dependence of soil stiffness and the dilatancy behavior specific to sand. Additionally, the
yield surface in the HS model can expand as plastic strains accumulate. Advanced models like
the HS model can also account for loading history through parameters such as the
overconsolidation ratio (OCR) or pre-overburden pressure (POP).

The stiffness parameters Eso™, Ew'™', and Eoced™" correspond to reference pressures and are
crucial for modeling soil behavior. Specifically, Eso™' (secant modulus) is used to represent the
soil's response to plastic deformations during primary deviatoric loading. In contrast, Eu
(unloading-reloading modulus) characterizes the soil's elastic behavior during unloading and
reloading phases; this parameter can often be calculated using a specific equation. The reference
value Eoed™ (odeometric modulus) is commonly used in soil mechanics to represent the
modulus of elasticity from oedometer tests. In instances where direct measurement of E'so or Eur
from experimental data is not feasible, it is often beneficial to employ the approximation Eu"f
/ Eso™f = 2.00 to 6.00, with a commonly accepted mean value of 3.00. This stiffness modulus
ratio serves as a comparative metric, effectively characterizing the stiffness behavior of soil
under varying loading conditions.

This research employs finite element software to perform comprehensive numerical
simulations. The study is structured into two principal phases: validation and soil analysis.
During the validation phase, the full-scale loading tests executed by Briaud and Gibbens (1997)
on square footings resting on sandy substrates have been meticulously replicated and assessed
using finite element modeling (FEM). This methodology facilitates the development of a
rigorously calibrated and validated finite element model, subsequently utilized for generating
an extensive dataset.

In this study, the effect of varying stiffness modulus ratios (Euw™' / Eso™ = 2.00, 3.00, 4.00,
5.00, 6.00, 7.00) on the load-bearing capacity of sand is examined through finite element
analysis utilizing the HS method. The findings of this study indicate that the stiffness modulus
ratio notably influences the load-bearing capacity of sand, with a pronounced effect observed
between ratios of 2.00 and 3.00. Beyond this threshold, the tendency for diminishing returns in
load-bearing capacity suggests the need to establish an optimal stiffness ratio for engineering
applications that balances performance with material efficiency.

Keywords—Hardening Soil; Stiffness Modulus, Bearing Capacity, Finite Element
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Analysis of Piled Concrete Foundation for an Offshore
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ABSTRACT

Numerous essential offshore structures are supported by wide-diameter rigid piles for
support, including bridges, wind turbine systems, and marine construction platforms. Offshore
foundations are responsible for transmitting the complete loads of offshore structures to the
seabed and ensuring their stability. Any structural failure within these foundations can lead to
a collapse of the entire offshore structure. Environmental loads including wind and waves
may cause lateral strains on offshore piles. These loads can cause long-lasting soil
deformations and create excessive pore water pressures in saturated soils. This is a critical
factor to consider in designing structures and managing construction projects. In this study, to
enhance the precision and efficacy of the design process for offshore foundation systems
subjected to axial and lateral wave loads, a finite element analysis has been executed to
ascertain the stresses and displacements in a concrete pile under comparable loading
conditions.

The results indicated that the maximum bending moments existed at a distance of 3 to 6
times of the pile diameter from the seabed level. As the soil's relative density increases, the
point where the largest bending moment occurs approaches the pile head. Also, the effect of
pile length on ultimate lateral resistance decreases as the pile length increases. Lastly, the soil
type has a significant role in predicting the deformation behavior of the laterally loaded piles.
While ultimate resistance is crucial for sands throughout the pile design, deformation values
are vital for clays.

Keywords—Offshore pile, Finite element analysis, soil deformation, foundation
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